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SUMMARY Recently, semantic text portion (STP) is getting popular in
the field of Web mining. STP is a text portion in the original page which
is semantically related to the anchor pointing to the target page. STPs may
include the facts and the people’s opinions about the target pages. STPs
can be used for various upper-level applications such as automatic sum-
marization and document categorization. In this paper, we concentrate on
extracting STPs. We conduct a survey of STP to see the positions of STPs
in original pages and find out HTML tags which can divide STPs from the
other text portions in original pages. We then develop a method for extract-
ing STPs based on the result of the survey. The experimental results show
that our method achieves high performance.
key words: text mining, web mining, semantic text portion, link structure,
anchor, user experiment

1. Introduction

In the field of Web mining, many researchers come to focus
on the link structure. When there is a link from a web page
to another one, the former is called the original page and the
latter is called the target page. One target page may have
many original pages. One of the most important character-
istics of the link structure is that the text portions around the
anchors in the original pages describe the target pages [1].
Henzinger, in his survey on the link structure analysis [2],
explains that this characteristic originates from the follow-
ing human factor. Many authors of original pages create
links because they think the links are useful for the readers.
A link from an original page to a target page can be seemed
as a recommendation about the target page by the author of
the original page. The author also writes some texts around
the anchor to explain the target page to the readers from his
own viewpoint. These text portions are semantically related
to the target page. We give the following definition about
this kind of text portions.

Definition 1 Semantic text portion (STP) in an original
page is a text portion which is semantically related to
the anchor pointing to the target page.

Recently, STP is getting popular in the field of Web
Mining. STPs can be used for many applications. One
example is automatic summarization ([3]–[5]). STPs may
include important information about target pages. We can
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make summaries of target pages by collecting them. An-
other example is document categorization ([6]–[11]). Be-
cause the target page contains many noise parts such as ban-
ner ads and links for navigation, STPs may represent the
content of the target page better. Compared to using the text
of the target page, there is a possibility that we can make a
better directory by using STPs.

Researchers have proposed various methods for ex-
tracting STPs. These methods are anchor-text method,
fixed-window method, sentence-based method, paragraph-
based method, and list-based method. The anchor-text
method is the simplest one. It extracts the text portion
between the tags <A> and </A> of the anchor. The
fixed-window method extracts the anchor text and the pre-
determined number of words around the anchor. The
sentence-based method extracts one or more sentences
around the anchor. The paragraph-based method extracts the
paragraph which begins with the anchor followed by texts.
The list-based method extracts the list item which includes
the anchor. The details of these methods are explained in
Sect. 3.

These methods are too simple to extract all the STPs in
one original page. The problem of extracting STPs is that
they locate in various kinds of location like the text around
the anchor, the page title, the list title, the first row of the
table and so on (Examples are shown in Sect. 2). Therefore
the previous methods cannot extract STPs in high precision
and especially in high recall.

Our approach to solve this problem is as follows. We
conduct a survey of STPs to see which kinds of text portion
in an original page are related to the anchor. We hope that
we will find out some HTML tags which can semantically
divide STPs from the other text portions in original pages.
Based on the result of the survey, we develop a method for
extracting STPs. Our method represents an original page
by a DOM tree to analyze its document structure. DOM
(Document Object Model) is an API to access any parts of a
Web page which is standardized by W3C [12]. Our method
then extracts STPs by using specific HTML tags which are
found in the survey.

The most serious shortcoming in the previous re-
searches is that they did not survey where STPs are written
in an original page and did not evaluate their methods from
the viewpoint of extracting STPs. They only proposed their
simple methods and used the text portions extracted by their
methods for upper-level applications. They did not consider
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whether the extracted text portion itself is semantically re-
lated to the target page or not.

In our research, we conducted a deep survey of the lo-
cation of STPs and evaluated our method from the view-
point of extracting STPs by inviting three evaluators. We
made a dataset which consists of more than 1000 real origi-
nal pages for the survey and a dataset which consists of 200
real original pages for the evaluation. The evaluators judged
which text portions are real STPs in those pages. We de-
cided on the text part which is a real STP by the majority
vote. In the evaluation, we compared the texts extracted by
our method to the real STPs given by evaluators. We then
compared our method to the previous methods in extracting
STPs. The experimental results showed that our method can
achieve high precision and also the highest recall among the
previous methods.

Even if we know that our method extracts STPs in
higher precision and in higher recall than other methods, we
do not know how much difference the upper-level applica-
tion produces in actual users’ usages. Finally we applied
our method to summarization as an upper-level application.
We summarized the original pages to one target page. We
compared the summaries created by our method to the sum-
maries created by the most popular existing method in the
user experiment where users should work on a specific task.

In brief, the contributions of this paper are as follows:

• We deeply survey the locations of STP in original
pages for the first time.
• We propose a method for extracting STPs from the re-

sult of the survey.
• We evaluate extracted text portions by using real STPs

given by evaluators for the first time.
• We see the user’s performance for completing tasks

when texts extracted by our method are applied to an
upper-level application.

The rest of this paper is organized as follows. In Sect. 2, we
give some examples of STPs. In Sect. 3, we discuss the re-
lated works for our research. Section 4 discusses the survey
of STP and Sect. 5 explains our method for extracting STPs.
In Sect. 6, we evaluate STPs extracted by our method and
compare our method to other methods. In Sect. 7, we ap-
ply our method to summarization and see the effectiveness
in the user experiment. Section 8 provides some concluding
remarks and directions for future research.

2. Examples of STPs

We give some examples of STPs to show the importance of
its content and the variety of its location. STPs may include
facts or people’s opinions (evaluation and categorization)
about target pages. A fact is information about what con-
tent is written in the target page or what service is offered in
the target page. Evaluation is information about how people
think the target page. Categorization is information about
which category people assign the target page to. We provide
three examples in Fig. 1 to Fig. 3.

Fig. 1 The STP is around the anchor and includes a fact and the people’s
evaluation about the target page.

Fig. 2 The STPs are the page title and the list title. One of them is a fact
and the other is the people’s categorization about the target page.

Fig. 3 The STPs are the page title and the first row of a table. The STPs
include a fact and the people’s evaluation about the target page.

In Fig. 1, the STP is the paragraph after the anchor. Its
content is ”This site allows organizations to electronically
find and apply for competitive grant opportunities from all
federal grant-making agencies. Navigation of the site is sim-
ple”. We can consider the first sentence as a fact about the
target page because this site introduces many competitive
grants and offers electronic forms to apply for them. The
second sentence is the author’s evaluation about the target
page because other users may think that the navigation of
this site is complicated.

In Fig. 2, when the second anchor (”Grants.gov”) is the
anchor to the target page, the STPs are the page title ”Infor-
mation for Researchers” and the list title ”Funding/Grant”.
When we saw the actual Web site of this target page, we
found that they offer not only information about grants but
also information about contracts with companies. Therefore
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the page title represents the fact about the target page. Be-
cause we found that funding or grant is one of the services in
the target page, we can see that it is the author of the original
page who categorizes the target page into ”Funding/Grant”
category. It is the categorization about the target page.

In Fig. 3, when the first anchor (”Teaching”) is the an-
chor to the target page, the STPs are the page title ”ET cy-
brary links to teaching sources” and the first row of the table
”EFFECTIVE TEACHING”. The former is the fact about
the target page because we found that the target page gives
a teaching resource when we checked the target page. The
latter is people’s evaluation because the author of the orig-
inal page thinks that the teaching resource is effective, but
others may not.

From these examples, we can see that STPs contain im-
portant information of the target page and also written in
various places.

3. Related Works

This section introduces researches on extracting STPs and
researches on using STPs for the upper-level application as
related works.

Recently, many researchers in the field of Web mining
use the link structure for various purposes such as automatic
summarization, document categorization, and page-ranking
([1], [3]–[11], [13]–[15]). Many researchers not only use the
graph structures of links, but also exploit STPs ([1], [3]–
[11], [13]). Some of them exploit STPs for summarizing
web pages ([3]–[5]). Some of them use STPs for catego-
rizing web pages ([6]–[11]). The others exploit STPs for
ranking web pages ([1], [13]).

To extract STPs, previous researchers propose various
kinds of method. The simplest method is the anchor-text
method ([1], [4], [11]). This method extracts the text por-
tion between the tags <A> and </A> of the anchor. Davi-
son’s work shows that anchor texts are related to contents
of target pages but they do not contain enough information
about target pages [1]. In many cases, they are only the
URLs of the target pages. In order to get more informa-
tion about target pages, some researchers also use the fol-
lowing two methods for extracting STPs: the fixed-window
method ([8], [13]) and the sentence-based method [3]. The
fixed-window method extracts the anchor text and the pre-
determined number of words around the anchor. The size
of the fixed-window is important. If it is small, the ex-
tracted text portion may not be enough. If it is large, the
extracted text portion may include many noise keywords.
Both works [8], [13] use 50 words before and after the an-
chor. The sentence-based method extracts one or more sen-
tence(s) around the anchor. Clearly, the number of sentences
is important. The paragraph-based method extracts the
paragraph which begins with the anchor followed by texts
([5], [10]). Using only this pattern is not enough because of
the following two reasons. The first one is that the anchor
is not only at the beginning of a paragraph. The second one
is that the anchor exists not only in the paragraph but also

in other objects in an original page such as table and list.
The list-based method extracts the list item which directly
includes the anchor [9].

These methods only consider the text portion near the
anchor. Other researches use text portions which exist far
from the anchor ([6], [9], [10]). Furnkranz’s method and
Attardi’s method extract the page title and all the headers
(H1 to H6) of the original pages ([9], [10]). Roy’s method
also extracts the page title and specific type of headers [6].
If there are several headers at the same level, it extracts the
nearest one to the anchor. It also extracts the nearest deco-
rated text portion to the anchor like strong, bold, italicized,
or emphasized if there is no header between this text portion
and the anchor. However these methods cannot extract STPs
in other objects like list and table.

4. Survey of STP

In this section, we explain our survey of STP. The purpose of
this survey is to see the positions of STPs in original pages
and find HTML tags which can divide STPs from the other
text portions in original pages. We realize that there are two
types of STP from the viewpoint of its locations. One type
exists around the anchor. This means that it directly includes
the anchor (see Fig. 1). The other type exists in the upper-
level structure of the original page. A web page is described
in HTML and all parts of the web page (document) are struc-
tured by tags. The latter type does not touch the anchor and
exits in the upper-level of this document structure (see Fig. 2
and Fig. 3). We call the former type the Local Semantic
Portion (LSP). We call the latter type the Upper-level Se-
mantic Portion (USP). Our survey consists of the survey of
LSP and the survey of USP.

4.1 Dataset and Survey Method

We prepared 1108 real original pages in our survey. These
1108 web pages are 752 original pages of 50 official target
pages such as a government’s web page and a company’s
web page and 356 original pages of 50 personal target pages
such as an individual’s web page about his hobby. We col-
lected these original pages as follows. We randomly se-
lected 50 official target pages and 50 personal target pages
from Open Directory [16]. For each target page, we found
its original pages by using Google [17]. To get original
pages of a target page, Google offers a search function by
the query type ”link:URL of the target page”. We used 20
original pages at most for each target page.

We invited three evaluators to give us the right answer
of STPs. The method we used in the survey is as follows.
For each original page in the dataset, we show the three eval-
uators its content and the anchor pointing to its target page.
The evaluators see the content of the target page. After that,
we ask them to judge which text portions are semantically
related to the anchor. We define a real STP as the text por-
tion which is judged to be semantically related to the anchor
by at least two evaluators. The detail of how to define a
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real STP is as follows. Let i shows IDs of original pages (i
=1. . . 1108), and A, B and C show IDs of three evaluators.
PiA, PiB, and PiC shows the STPs extracted from the i-th
original page by three evaluators. We judge whether the text
should be a real STP or not by word. We count the number
of evaluators who include the word. If more than two eval-
uators include the word in their STPs, the word becomes a
real STP (also see Fig. 4). We call the real STP in the i-th
original page Pi.

4.2 Survey of LSP

4.2.1 Positions of LSPs in Original Pages

Through the survey, we realized that LSPs are located in
one of the following five places: table, list (ordered and un-
ordered list), definition list, paragraph, or DIV object. Table
1 shows the number of LSPs in each place in 1108 original
pages.

Fig. 4 The real STP in the i-th original page

Table 1 Number of LSPs in each place.

Position Total
Paragraph 320
Ordered and un-ordered list 354
Definition list 56
Table 339
DIV 39

Fig. 5 Four cases when the LSP is one part of a paragraph.

4.2.2 HTML Tags for Dividing LSPs from the Other Text
Portions

This subsection explains the result of survey about what
kind of HTML tag can divide the LSP from the other text
portions in each place.
a) When the LSP is in a paragraph:
We found that there are the following two cases when a LSP
is in a paragraph. After here, we call the paragraph which
has the anchor to the target page the current paragraph.

• Case 1: The LSP covers the whole paragraph.
In this case, we realized that there is only one anchor
in the paragraph or there is no <BR> tag, which is a
tag to give a line feeder, in the paragraph. We found
that <P> tag and </P> tag can divide the LSP from the
other text portions.
• Case 2: The LSP is one part of the paragraph.

In this case, we realized that there are several anchors
and several <BR> tags in the paragraph. We also found
that there are four sub-cases as shown in Fig. 5.

– Sub-case 1: The paragraph begins with an anchor
followed by texts and there is no <BR> tag be-
tween the anchor and the following texts.

– Sub-case 2: The paragraph begins with an anchor
followed by texts and there are one or more <BR>
tag(s) between the anchor and the following texts.

– Sub-case 3: The paragraph begins with texts and
there is no <BR> tag between the texts and the
following anchor.

– Sub-case 4: The paragraph begins with texts and
there are one or more <BR> tag(s) between the
texts and the following anchor.

We found that in Sub-case 1 and Sub-case 2, the LSP
is divided by the <BR> tag before the anchor and the
<BR> tag before the next anchor. We also found that
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in Sub-case 3 and Sub-case 4, the LSP is divided by the
<BR> tag after the previous anchor and the <BR> tag
after the anchor.

b) When the LSP is in a list:
We found the following two cases. After here we call the
list item which includes the anchor to the target page the
current list item. We call the list which has the current list
item the current list.

• Case 1: The LSP covers the whole current list item.
We found that the LSP is divided from the other text
portions by the <LI> tag and </LI> tag.
• Case 2: The LSP is one part of the current list item.

We found that the LSP is divided from the other text
portions by <BR> tags like a)-Case 2.

c) When the LSP is in a definition list:
We found the following two cases (also see Fig. 6).

Fig. 6 Two cases in which the LSP is in a definition list.

Fig. 7 Five cases in which the LSP is in a table.

Fig. 8 Two sub-cases in which the LSP covers several cells of the current row.

• Case 1: The LSP covers the definition term including
the anchor and the definition description of the defini-
tion term.
We found that the LSP is divided from the other text
portions by the <DT> tag before the anchor and the
</DD> tag after the anchor.
• Case 2: The LSP is one part of the definition descrip-

tion.
We found that there are several anchors and several
<BR> tags in the definition description. The <BR>
tag before the anchor and the <BR> tag before the next
anchor can divide the LSP from the other text portions.

d) When the LSP is in a DIV object:
We found the following two cases.

• Case 1:The LSP covers the whole DIV object.
We found that the LSP is divided from the other text
portions by the <DIV> tag and </DIV> tag.
• Case 2: The LSP is one part of the DIV object.

We found that the LSP is divided from the other text
portions by <BR> tags like a)-Case 2.

e) When the LSP is in a table:
We found that there are the following five cases (also see
Fig. 7). After here we call the cell where the anchor to the
target page exists the current cell. We call the row which
has the current cell the current row. We call the table which
has the current row the current table.

• Case 1: The LSP covers the whole current cell.
We found that the LSP is divided by <TD> tag and
</TD> tag.
• Case 2: The LSP is one part of the current cell.

We found that the LSP is divided from the other text
portions by <BR> tags like a)-Case 2.
• Case 3: The LSP covers several cells (not all cells) in

the current row.
We found there are the following two sub-cases (also
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see Fig. 8).

– Sub-case 1: The current row begins with an an-
chor.

– Sub-case 2: The current row begins with texts.

We found that in Sub-case 1, the <TD> tag before the
anchor and the </TD> tag before the next anchor di-
vide the LSP from the other text portions. We found
that in Sub-case 2, the <TD> tag after the previous an-
chor and the </TD> tag after the anchor can divide the
LSP from the other text portions.
• Case 4: The LSP covers the current row.

We found that the <TR> tag and </TR> tag of the cur-
rent row can divide the LSP from the other text por-
tions.
• Case 5: The LSP covers several rows of the table.

We found there are the following two sub-cases (also
see Fig. 9).

– Sub-case 1: The table begins with an anchor.
– Sub-case 2: The table begins with texts.

We found that in Sub-case 1, the <TR> tag before the
anchor and the </TR> tag before the next anchor can
divide the LSP from the other text portions. We found
that in Sub-case 2, the <TR> tag after the previous an-
chor and the </TR> tag after the anchor can divide the
LSP from the other text portions.

4.2.3 Summary of HTML Tags for Dividing LSPs from
the Other Text Portions

We found there are three kinds of HTML-tag set which can
divide LSPs from the other text portions in original pages:
the set including only the parent tag (parent-tag set), the set
including only the sibling tag (sibling-tag set), and the set
including the ancestor tag without the parent tag or both the
parent tag and its sibling tag (relative-tag set).

A parent-tag set consists of the parent tag which di-
rectly includes the anchor. Using the parent-tag set can di-
vide a LSP from the other text portions when the LSP covers
the whole of the paragraph, list item, table cell, or DIV ob-
ject. For example, when a LSP covers the whole paragraph,
the LSP can be divided by the <P> tag and </P> tag of the
paragraph.

A sibling-tag set consists of the sibling tag which is

Fig. 9 Two sub-cases in which the LSP covers several rows of a table.

at the same level as the <A> tag of the anchor in the doc-
ument structure. Using a sibling-tag set can divide a LSP
from the other text portions when the LSP is one part of the
paragraph, list item, table cell, or DIV object. For example,
when a LSP is one part of the paragraph which includes the
anchor, the LSP is divided from the other text portions by
the two sibling tags which are the <BR> tag before the LSP
and <BR> tag after the LSP.

A relative-tag set consists of either the ancestor tag
without the parent tag or the both of the parent tag and its
sibling tag in the document structure. Using a relative-tag
set can divide a LSP from the other text portions when the
LSP covers several cells (not all cells) of the current row,
the current row, or several rows of the current table. For ex-
ample, when a LSP covers several cells of the current row
and the current row begins with an anchor, it is divided by
the <TD> tag which is the parent of the anchor to the target
page and the </TD> tag of the next cell which is its sibling
tag. Furthermore, using a relative-tag set can divide a LSP
from the other text portions when the LSP covers the defini-
tion term including the anchor and the definition description
of the definition term.

Table 2 shows the numbers of LSPs which can be di-
vided from the other text portions by using each type of tag
set.

4.3 Survey of USP

This subsection explains the result of the survey about which
kind of location the USP exists and what kind of HTML tag
can divide the USP from the other text portions. Table 3
shows its result. The left column shows the type of upper-
level object which is related to the anchor, the center column
shows the number of pages which has each type of upper-
level object, and the right column shows the HTML tags
which can divide the USP from other text portions.

In our survey, we found 1097 original pages in which
the page title is related to the anchor. There were 739 orig-
inal pages in which headers (from H1 to H6) are related to
the anchor. We also realized that if there are several head-
ers at the same level (for example, there are several headers
H3), the header nearest to the anchor is related to the anchor.

We found six original pages in which the table header
of the current table is related to the anchor. We realized
that authors of original pages rarely use table headers. They
usually use the first row of the current table or the first row
of the upper-level table instead of the table header. In 48
original pages, the fist row of the current table is related to
the anchor; and in 82 original pages, the first row of the
upper-level table is related to the anchor. We also found that
the authors of original pages usually write some texts before
the list as a list title. There were 64 original pages in which
the text portion before the current list is related to the anchor.
We realized that the numbers of words of these text portions
are small. The biggest one among them is 19.

Unfortunately we found many STPs which cannot be
extracted by HTML tags because their place cannot be iden-
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Table 2 Numbers of LSPs which can be divided from the other text portions by using each type of
tag set.

Parent-tag set Sibling-tag set Relative-tag set
Paragraph 216 102 0
Ordered and un-ordered list 329 25 0
Definition list 0 12 44
Table 165 63 113
DIV 21 18 0

Table 3 Result of the survey of USP.

Upper-level object Total HTML tags used for extracting STPs
Page title 1097 <Title> and </Title>

H1 326 <H1> and </H1>
H2 209 <H2> and </H2>
H3 153 <H3> and </H3>
H4 18 <H4> and </H4>
H5 26 <H5> and </H5>
H6 7 <H6> and </H6>

Table header 6 <TH> and </TH>
The first row of the current table 48 <TR> and </TR>

The first row of an upper-level table 82 <TR> and </TR>
The text portion before the current list 64 <BR> tag

Another row of the current table 46 cannot extract
Another row of the upper-level table 167 cannot extract

Another table 278 cannot extract
Another list 36 cannot extract

Another paragprah 372 cannot extract

tified solely by HTML tags. We realized that, some of the
authors of original pages write some texts related to the an-
chor in another row from the current row in the current table
(not the row above the current row and not the first row in the
current table). They also write some texts related to the an-
chor in a row of the upper-level table (not the row above the
current table and not the first row in the upper-level table).
We found 46 original pages with the former case and 167
original pages with the latter case. There were 278 original
pages in which the text portion in another paragraph from
the current paragraph (not the paragraph above or below the
current paragraph) is related to the anchor. There were 36
original pages in which the text portion in another list from
the current list is related to the anchor. There were 372 orig-
inal pages in which the text portion in another table from the
current table is related to the anchor. Currently, it is impos-
sible to extract these text portions because this requires that
the computer can semantically understand the content of the
text.

5. Extraction of STP

In this section, we propose a method for extracting STPs
based on the result of the survey of STP.

5.1 Extraction of LSP

Firstly, our method represents an original page by a DOM
tree. It then identifies which location (paragraph, list item,
definition list, table, or <DIV> object) the anchor to the tar-
get page belongs to. After that, the method extracts the LSP

from the identified location. The detail of the method is as
follows.

The method identifies which location the anchor be-
longs to according to the type of the parent tag as follows:

• <P>: the anchor is in a paragraph.
• <LI>: the anchor is in a list item.
• <DT> or <DD>: the anchor is in a definition list.
• <TD>: the anchor is in a cell of a table.
• <DIV>: the anchor is a DIV object.

Then the method extracts the LSP from each location as fol-
lows:
a) If the anchor is in a paragraph, list item, definition
object (<DD>) or DIV object:
The method checks the number of <BR> tags in the parent
object to the anchor.

• If there is no <BR> tag, it then extracts the whole texts
of the object.
• If there is one or more <BR> tag(s), it then checks the

number of anchors in the object. If there is only one
anchor, it then extracts the whole text of the object. If
there are several anchors, it then checks whether the
object begins with an anchor or texts. If the object be-
gins with an anchor, it extracts the text portion between
the <BR> tag before the anchor and the <BR> tag be-
fore the next anchor. If the object begins with texts,
it extracts the text portion between the <BR> tag after
the previous anchor and the <BR> tag after the anchor.

b) If the anchor is in a cell of a table:
The method tries to expand to nearby cells by following the
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left and right directions from the current cell. It repeats this
expansion until it meets a cell which includes a different an-
chor. If it can expand to all cells of the current row which
includes the current cell, it tries to expand to nearby rows by
following the up and down directions. It repeats this expan-
sion until it meets a row which includes a different anchor.
There are the following four cases in the result of this ex-
pansion:

• Case 1: The method cannot expand to any other cells.
The method extracts the LSP from the current cell by
the same method as in a).
• Case 2: The method can expand to other cells but it

cannot expand to all cells of the current row.
The method then checks whether the current row be-
gins with an anchor or texts. If it begins with an an-
chor, the method extracts the text portion between the
<TD> tag before the anchor and the </TD> tag before
the next anchor. If it begins with texts, the method ex-
tracts the text portion between the <TD> tag after the
previous anchor and the </TD> tag after the anchor.
• Case 3: The method can expand to all cells of the cur-

rent row.
It extracts the whole texts in the current row.
• Case 4: The method can expand to other rows of the

table.
The method checks whether the table begins with an
anchor or texts. If it begins with an anchor, the method
extracts the text portion between the <TR> tag before
the anchor and the </TR> tag before the next anchor. If
it begins with texts, the method extracts the text portion
between the <TR> tag after the previous anchor and
the </TR> tag after the anchor.

c) If the anchor is in <DT> object of a definition list:
The method extracts the whole texts of the <DT> object and
the whole texts of its <DD> object.

5.2 Extraction of USP

Our method extracts USPs as follows:

• It extracts the page title and all the upper headers from
H1 to H6. If there are several headers at the same level,
it extracts the nearest one to the anchor.
• It checks whether the anchor is in a table. If the anchor

is in a table, it checks whether a table header exists.
If a table header exists, the method extracts the table
header. If a table header does not exist, the method
checks whether or not the first row of the current table
satisfies at least one of the following two conditions.
(1) The number of its cells is smaller than the number
of cells in the other rows. (2) There is no anchor in it
while there are anchor(s) in all the other rows of the
current table. If the first row of the current table satis-
fies at least one condition, the method extracts the first
row of the current table. If the first row of the current
table does not satisfy any condition, the method checks

whether or not the first row of the upper-level table (if it
exists) satisfies at least one of the above two conditions.
If it satisfies at least one condition, the method extracts
it. If it does not satisfy, the method continues to check
the first row of the upper-level table of the previous
upper-level table (if it exists). The method repeats this
process until it finds out the first row which satisfies
at least one condition or there is no more upper-level
table.
• The method checks whether the anchor is in a list item.

If it is in a list item, the method checks whether there is
the following kinds of text portion before the list: (i) a
text portion included in <P> tag, (ii) a text portion in-
cluded in <DIV> tag and (iii) a text portion interleaved
among two <BR> tags. If there is a text portion and
its number of words is smaller than a threshold α, the
method extracts this text portion. We set α as 20 be-
cause in our survey of USPs, there is no list title which
has the number of words which is greater than 19.

6. Evaluation of Extracted STPs

In the previous researches, they did not evaluate their meth-
ods from the viewpoint of extracting STPs. In our research,
we invited three evaluators to participate in our experiments
to give the real STPs. We evaluated the extracted text by
using the correct answer of STP given by the evaluators. We
also compared our method to other conventional methods in
extracting STPs.

6.1 Dataset and Experimental Method

The dataset we prepared for our experiments contains 200
original pages. These pages are not included in the dataset
explained in Sect. 4.1. These original pages were obtained
by randomly selecting 10 official target pages and 10 per-
sonal target pages from Open Directory and collecting 20
original pages at most by Google. The average number of
original pages per one target page is 10 exactly. The method
to get the real STPs in each original page is as same as the
one explained in Sect. 4.1.

We use precision, recall and the number of extracted
words as evaluation parameter. The followings are the
method for calculating precision and recall. We call the text
portion extracted from the i-th original page by the extrac-
tion method S i. Pi is the STP of the i-th original page. Let
|S| be the length of a text portion S (number of words in the
text portion S). The precisioni and recalli are calculated by
the following equations:

precisioni =
|Pi ∩ S i|
|S i|

recalli =
|Pi ∩ S i|
|Pi|

The precision and the recall of the method when it ex-
tracts STPs from the dataset of 200 original pages are calcu-
lated by the following two equations:
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Table 4 Evaluation of our method for extracting STPs.

Precision Recall Average number of words Average number of words
of the extracted texts of word of the real STPs

LSPs 97.01% 93.94% 20.36 21.07
USPs 89.43% 74.35% 8.54 9.35

both of LSPs and USPs 94.08% 85.03% 28.29 30.43

precision =
1

200
×

200∑

i=1

precisioni

recall =
1

200
×

200∑

i=1

recalli

6.2 Evaluation of Our Method

We evaluated our method in extracting LSPs, USPs, both
LSPs and USPs. Table 4 shows the experimental results. In
this experiment, our method extracts LSPs in high precision
(97.01%) and in high recall (93.94%). The number of words
in the texts extracted as LSPs (20.36 words) is quite simi-
lar to the average number of words of the real LSPs (21.07
words). From this result, we can see that our method can
identify the positions of LSPs in original pages accurately.

Our method extracts USPs in 89.43% precision and in
74.35% recall. The average number of words in the texts
extracted as USPs (8.54 words) is almost same as the aver-
age number of the real USPs (9.35 words). These precision
and recall are smaller than the precision and the recall in ex-
tracting LSPs. The reason why the precision of extracting
USPs is smaller than that of extracting LSPs is explained
as follows. Based on the result of the survey of USP, our
method extracts the page title, the headers (H1 to H6), the
first row of the current table, the first row of the upper-level
table, and the text portion before the current list. However,
in some original pages, these text portions are not related to
the anchor. For example, some authors put the same name
(in most cases, the name of the web site) to all pages. Some
authors use headers or tables not for structuring the content
of the document but for decorating the web page or creating
the layout for the web page. This is why our method ex-
tracts noise keywords. The reason why the recall of extract-
ing USPs is smaller than that of extracting LSPs is that there
were some cases which our method cannot extract. As ex-
plained in Table 3, USPs in another row of the current table,
another row of the upper-level table, another table, another
list and another paragraph cannot be identified by HTML
tags solely.

Our method extracts both LSPs and USPs in 94.08%
precision and in 85.03% recall. The average number of
words of extracted texts is 28.89. This is almost same as
the average number of the real STPs (30.43 words). We do
not know this precision and recall is high among other ex-
isting methods. The next subsection compares our method
to the existing methods.

6.3 Comparison of Our Method to Other Methods in Ex-
tracting LSPs

We compare our method to the previous methods from the
viewpoint of extracting LSPs.

6.3.1 Previous Methods

The previous methods we compare to our method is the
anchor-text method, fixed-window method, sentence-based
method, paragraph-based method and list-based method.
The anchor-text method extracts the text portion between
the tags <A> and </A> of the anchor. The fixed-window
method ([13] and [8]) extracts the anchor text and the pre-
determined number of words around the anchor. Both
works [13] and [8] used 50 words before and after the an-
chor, because they thought that the appropriate size for
the fixed-window is 50 words. We implemented the fixed-
window method with three different options. Option 1 ex-
tracts 25 words before the anchor. Option 2 extracts 25
words after the anchor. Option 3 extracts 50 words including
25 words before the anchor and 25 words after the anchor.

The sentence-based method extracts one or more sen-
tence(s) around the anchor. Delort’s method [3] extracts
the sentence containing the anchor. We implemented the
sentence-based method with four different options. Option
1 extracts only the sentence containing the anchor. Option 2
extracts two sentences which are the sentence containing the
anchor and the sentence before the anchor. Option 3 extracts
two sentences which are the sentence containing the anchor
and the sentence after the anchor. Option 4 extracts three
sentences which are the sentence containing the anchor and
the sentences before and after the above sentence.

The paragraph-based method extracts a paragraph
which begins with the anchor followed by texts and there
is no <BR> tag between the anchor and the texts ([5] and
[10]). The list-based method extracts a list item which di-
rectly includes the anchor [9]. The paragraph-based method
uses the <P> tag which is the parent object of the anchor.
The list-based method uses the <UL>, <OL> or <DL> tag
which is the parent object of the anchor. We think that these
methods can be generalized as the object-based method
which extracts texts of the parent object of the anchor. We
also compared our method to the object-based method.

6.3.2 Result of Comparison

We compared our method to these previous methods in ex-
tracting LSPs. Table 5 shows the experimental results. Note
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Table 5 Comparison of our method to the previous methods in extracting LSPs.

Method Precision Recall Average number of words
of the extracted texts

Our method 97.01% 93.94 % 20.36
Anchor-text method 100% 44.31% 3.43

Fixed-window method (Option 1) 24.22% 56.31% 26.96
Fixed-window method (Option 2) 43.85% 79.51% 27.61
Fixed-window method (Option 3) 29.52% 91.52% 51.38
Sentence-based method (Option 1) 100% 56.13% 6.73
Sentence-based method (Option 2) 58.19% 61.11% 14.18
Sentence-based method (Option 3) 78.17% 82.95% 16.29
Sentence-based method (Option 4) 60.1% 89.7% 25.54

Paragraph-based method 71.23% 27.39% 7.16
List-based method 87.24% 35.08% 7.92

Object-based method 70.95% 87.53% 367.45
∗Average number of words in real LSPs is 21.07

that the recall is calculated for extracting only LSPs not for
extracting both LSPs and USPs.

The anchor-text method extracts LSPs in 100% preci-
sion because the anchor text is always related to the anchor.
The recall of the anchor-text method is low (44.31%). This
recall shows that 44.31% of real LSPs are anchor texts. The
fixed-window method extracts LSPs in lower precision com-
pared to the precision of the anchor-text method (24.22%
(with Option 1), 43.85% (with Option 2) and 29.52% (with
Option 3)). The recall of the fixed-window method is higher
than the recall of the anchor-text method (56.31% (with Op-
tion 1), 79.51% (with Option 2), 91.52% (with Option 3)).
We realize that the precision and the recall of the fixed-
window method with Option 2 are higher than the fixed-
window method with Option 1. It proves that people tend
to write the explanation about the anchor after the anchor
rather than before the anchor.

Because the sentence containing the anchor was always
related to the anchor, the sentence-based method with Op-
tion 1 extracts LSPs in 100% precision. The recall of the
sentence-based method is 56.13%. This shows that 56.13%
of real LSPs are the sentences containing the anchors. We
also realize that with Option 3, the sentence-based method
has higher precision and higher recall than with Option 2. It
proves again that people tend to write the explanation about
the anchor after the anchor rather than before the anchor.

The paragraph-based method and the list-based method
extract LSPs in lower precision (71.23% and 87.24%) than
ours. It is because some of the paragraphs or list items are
big and have several anchors. The recall of the paragraph-
based method and the recall of the list-based method are
low (27.39% and 35.08%). It is because in original pages,
the anchor exists not only in a paragraph or in a list item
but also in other kinds of places such as table and <DIV>
object.

The object-based method uses more kinds of object
than the paragraph-based and list-based method. There-
fore its precision becomes lower (70.95%) and its recall be-
comes higher (87.53%) than them. Because some of the
pages in the dataset are long and have no (or little) object,
or have a long object with many anchors, the average num-
ber of words in the extracted texts becomes extremely high

(367.45). Because some of the LSPs spreads between some
objects, the recall of this method is lower than that of the
fixed-window method with Option 3.

Our method solves these problems. For a big object
including many anchors, our method extracts only one part
of the object by using sibling tag. Therefore, our method
achieves higher precision (97.01%) than that of the object-
based method. When the anchor is in a table, our method not
only extracts the cell which directly includes the anchor but
also extracts text portions in nearby cells of the current row
by checking the existence of anchors in nearby cells. There-
fore, our method achieves higher recall (93.94%) than that
of the object-based method. This recall is also the highest
recall among all the previous methods.

6.4 Extraction of USPs

We compare our method to the previous methods from the
viewpoint of extracting USPs.

6.4.1 Previous Methods

The most basic method for extracting USPs is a method
which extracts all upper-level objects of the anchor. Our
method and Roy’s method [6] extract the page title and head-
ers (from H1 to H6). If there are several headers at the same
level, they extract the nearest header to the anchor. The dif-
ference between two methods is as follows. Roy’s method
extracts the nearest decorated text portion to the anchor like
strong, bold, italicized, or emphasized if this text portion is
in the upper-level structure and there is no header between
this text portion and the anchor. Our method extracts the
first row of the current table, the first row of an upper-level
table, and the text portion before the current list.

6.4.2 Result of Comparison

We implemented Roy’s method and the method which ex-
tracts all the upper-level objects. We compared our methods
to these methods in extracting USPs. Table 6 shows the ex-
perimental results. Note that the recall is calculated for ex-
tracting only USPs not for extracting both LSPs and USPs.
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Table 6 Comparison of our method to the previous methods in extracting USPs.

Method Precision Recall Average number of words
of the extracted texts

Our method 89.43% 74.35% 8.54
Extracting all upper-level objects 13.01% 100% 1081.71

Roy’s method 84.17% 54.58% 5.89
∗Average number of words in the real USPs is 9.35

The method which extracts all the upper-level objects
extracts USPs in 100% recall. However, the precision is
very low (13.01%) because the average number of words in
extracted texts is very big (1081.71 words). The precision
of our method (89.43%) is higher than that of Roy’s method
(84.17%). Roy’s method extracts the nearest decorated text
portion to the anchor. Some decorated text portions exist
in tables. They sometimes go beyond cells from the cur-
rent cell. Therefore some of them are not related to the
anchor and the precision becomes worse than our method.
Our method extracts the first row of the current table, the
first row of an upper-level table, and the text portion before
the current list. Therefore the recall becomes better than that
of Roy’s method.

6.5 Further Discussion

This section compared various kinds of method for extract-
ing STPs. We should decide which method to use according
to the upper-level application and the quantity of informa-
tion (the number of original pages) which originally exists
in the Web.

When the upper-level application is summarization, ex-
tracted STPs are shown to users as they are extracted al-
though similar sentences are combined to one sentence.
When the number of original pages is large, it is better to
delete uncertain sentences (sentences which may not explain
the target page) because it is troublesome for the user to read
a large summary. In this case, we should select the anchor-
text method or sentence-based method whose precision is
100%. When the target page has a few original pages, the
user will appreciate to see related information as much as
possible. In this case, we should select our method whose
recall is the highest among existing methods.

When the upper-level application is categorization, the
system does not show the extracted STPs as they are to the
user. It makes a feature vector from words in the STPs and
conducts a machine learning for making a model to judge
whether or not another target page can be included in a cat-
egory. Although it seems that we can make a good direc-
tory by using STPs extracted from the method with high
precision like the anchor-text method and sentence-based
method, Glover proved that we cannot achieve a good pre-
cision and recall for the categorization by using those meth-
ods [8]. This is because we do not have enough informa-
tion in STPs extracted from the anchor-text method and
sentence-based method. We should select a method which
has a better balance between precision and recall. Thus we
can expect that our method achieves the higher precision and

recall for the categorization than the other methods.
As explained above, we can say that we should select a

method for extracting STPs according to the type of process
to realize the upper-level application and the quantity of in-
formation which exists in the Web. When the system shows
the extracted text as it is to the user and the quantity of ex-
isting information is large, we should select a method for
extracting STPs with high precision. Otherwise, we should
select a method which has a good balance between precision
and recall.

7. Evaluation of Extracted STPs for the Upper-Level
Application

Although Sect. 6 proves that our method extracts STPs in
high precision and recall, we are not sure that how much dif-
ference the upper-level application produces in actual users’
usages. In this section, we applied our method to summa-
rization as an upper-level application. We summarized the
original pages to one target page. We compared the sum-
maries created by our method to the summaries created by
the most basic existing method and original pages as them-
selves in the user experiment where users should work on a
specific task.

7.1 Experimental Method

We selected fixed-window method as the most basic existing
method. We also compared our method and fixed-window
method to original pages. In this experiment, the user should
select one target page among five target pages from the
user’s objective. For creating real situations in which the
user needs to select a web page from several choices, we
designed five tasks. We also include many types of tasks
to this experiment to know whether extracted STPs can be
used for various objectives. The tasks are as follows:

(1) Find one page including evidence or statistic data about
e-commerce among all pages about e-commerce.

(2) Find one page including explanation for beginners
about eigenvalue decomposition among all pages about
eigenvalue decomposition.

(3) Find one page including author’s opinion to electronic
appliances among all pages about electronic appli-
ances.

(4) Find one page including story or article about travel
among all pages about travel.

(5) Find one page explaining Java network programming
among pages about Java programming.
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Five original pages are used for each target page. The user
cannot see the target page. Presentation of the summary
differs by methods. In our method, page title, USPs other
than page title, anchor text, LPSs other than anchor text
is displayed independently (see Fig. 10). In fixed-window
method, 50 words before and after the anchor is displayed
(see Fig. 11). In original pages, the user should display
pages one by one in different windows. The anchor to the
target page is strongly visualized.

Experimental parameters are required time to finish the
task and error ratio. Required time is calculated in each task.
For calculating error ratio, the experimenter judged whether
or not the target page the user selected is the page that the
user should read. Error ratio is calculated by considering the
judgments of all tasks.

15 users participated in this experiment. The users are
divided into three groups equally. Although we selected 15
users who are in the same university and in the same age,
there are individual differences among them in their English
skills. For taking the counterbalance for this difference, we
asked each group to work on the tasks as in Table 7.

7.2 Result

Error ratios of all tasks are 0% in three kinds of sum-
maries. When users took enough time to judge whether
or not they should read the target web page, they found

Fig. 10 Summaries created by our method.

Table 7 Counterbalance for individual differences.

Group A Group B Group C
Task 1 Our method Fixed-window method Original pages
Task 2 Fixed-window method Original pages Our method
Task 3 Original pages Our method Fixed-window method
Task 4 Our method Fixed-window method Original pages
Task 5 Fixed-window method Original pages Our method

the right page. On the contrary, required time differs in all
tasks between our method, fixed-window method and orig-
inal pages. The result is shown in Fig. 12. Apparently the
user can judge whether to read or not to read more quickly
from the summaries created by our method than from those
created by fixed-window method. We conducted ANOVA
(analysis of variance) and found a significant difference (F-
value=394.72, p=0.00*, *p<0.01). The required time in ev-
ery task is almost same and average time for all tasks is
183[sec] in our method, 926[sec] in fixed-window method,
1212[sec] in original pages. From this result, our method
creates a summary which helps users’ decisions in various
objectives.

We found that the difference between our method and
fixed-window method is large, but the difference between
fixed-window method and original pages is not so large. The
reason is that there were some cases the users should read
the original pages when they read the summaries created by
fixed-window method. When we invited three evaluators
to judge which text portion is a real STP in the 125 orig-
inal pages used in this experiment. The method for judg-
ment is as same as the one explained in Sect. 4.1. We found
393 STPs from this judgment. We also asked three eval-
uators to judge each STP and each fixed-window text in-
clude conclusive expressions to find the answer target page
in the given task. These judgments were also conducted by
majority vote. Table 8 shows the numbers of LSPs, USPs,

Fig. 11 Summaries created by fixed-window method.
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Fig. 12 Required time for each task when using three kinds of sum-
maries.

Table 8 The number of text portions including conclusive expressions.

The number of extracted LSPs 19
including conclusive expressions
The number of extracted USPs 38

including conclusive expressions
The number of fixed-window texts 13
including conclusive expressions

fixed-window texts which include conclusive expressions.
We found that the number of extracted text portions which
include conclusive expressions is smaller when using the
fixed-window method than when using our method. This
leads to the result that the user should read original pages
when using the fixed-window method.

From this experiment, we found that there are more
conclusive expressions in USPs rather than LSPs and fixed-
window texts for judging whether or not the user should read
the target page in various kinds of tasks. This decreased
the required time for the user to make a decision when us-
ing our method. We applied the extracted text portions by
our method only to the summarization. However because
we found a significant difference in time to complete tasks,
we think that our extraction method can be useful for other
upper-level applications.

8. Conclusion and Future Work

This paper concentrates on extracting a semantic text por-
tion (STP) from an original page. STP is a text part which is
related to the anchor to the target page. Firstly, we found two
types of STP: local semantic portion (LSP) and upper-level
semantic portion (USP). We conducted a survey for each
type of STP by using 1108 real original pages to find HTML
tags which can semantically divide STPs from the other text
portions in original pages. We invited three evaluators to
participate in our survey to judge which text portions in an
original page are STPs. We then developed a method for ex-
tracting STPs based on the result of the survey. Our method
represents an original page by a DOM tree to analyze its
document structure. It then extracts STPs by using specific
set of HTML tags which are found in the survey. We then
conducted experiments to evaluate our method and compare

it to the previous methods in extracting STPs. We evaluated
the texts extracted by each method by comparing them to
the real STPs given by three evaluators. The experimental
results showed that our method achieves high precision and
the highest recall compared to the previous methods. Fi-
nally we applied our method to summarization. When we
conducted a user experiment where the user should work
on several real tasks, the summaries created by our method
helps users to make a decision.

The shortcoming of our survey and our extraction
method is that they just consider the relevance to the anchor
but do not consider the type of relevance. We found in the
survey that STPs are either facts or people’s opinions (eval-
uation and categorization). In some applications, we should
select the type of STPs. In the summarization, the user may
want to see only the people’s evaluation. In the categoriza-
tion, the user may want to see a categorization created by a
user group from their viewpoints. We will study STPs by
considering whether they are facts, people’s evaluation or
people’s categorization as a future work.
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