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ABSTRACT

Many recommender systems employed in commercial web
sites use collaborative filtering. The main goal of traditional
collaborative filtering techniques is improvement of the ac-
curacy of recommendation. Nevertheless, such techniques
present the problem that they include many items that the
user aready knows. These recommendations appear to be
good when we consider accuracy alone. On the other hand,
when we consider users’ satisfaction, they are not necessar-
ily good because of the lack of discovery. In our work, we
infer items that a user does not know by calculating the sim-
ilarity of users or items based on information about what
items users aready know. We seek to recommend items that
the user would probably like and does not know by com-
bining the above method and the most popular method of
collaborative filtering.
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INTRODUCTION

Although the internet has allowed us to publish information
easily, people are faced with a problem called “information
overload” by which they become unable to find suitable con-
tents or products (after here “items’). A recommender sys-
tem is one of the solutions for this problem. It finds suitable
items for users based on their preference, experience, or de-
mographic information [22]. Two approaches are useful for
building recommender systems: collaborative filtering and
content-based filtering [23]. Collaborative filtering requires
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no analyses of the contents of the items. For that reason,
it has been used to build recommender systems in various
domains[8, 12, 15, 21, 26].

Traditionally, researchersof collaborativefiltering (CF) have
insisted on improving the accuracy of recommendation us-
ing metrics such as precision/recall or mean absolute error
(MAE). However, CF has a problem in which most of the
items in the generated recommendation are items that the
user aready knows. Little diversity arises with respect to
the contents (e.g., topic, genre, author) among the items in
the generated recommendation. Therefore, users easily get
tired of the recommendations; the possibility becomes high
that they give up using the recommendation service. In other
words, the problem occurs that users are not satisfied with
the recommendations because of the lack of discovery or the
lack of diversity [28].

Thiswork isintended toimprovethe ability to discover items
that are unknown to the user while retaining the ability to
make an accurate recommendation for recommender sys
tems. Particularly, we propose a discovery-oriented CF al-
gorithm. The biggest difference between our algorithm and
a pure CF algorithm is that our algorithm uses not only a
profile of preference conservatively used by the pure CF al-
gorithm but also a profile of which items users already know
(profile of acquaintance). We collect profiles of acquain-
tance by letting users give ratings of acquaintance for items.
Ratings of acquaintance are given on atwo-point rating scale:

“known item” (mapped to value 1) and “unknown item” (mapped

to value 0). Although imposing additional ratings on users
increases their burdens, we expect that they accept it if they
are satisfied with the recommendations.

The contributions of our research are as follows:

e Prediction of unknown items We propose amethod for
predicting items unknown to a user. Using the ratings
of acquaintance, it calculates the similarity between users
or items, and calculates the probability that a user knows
an unrated item. Hereinafter, we call this probability the
“predicted value of acquaintance’. It generates a list of
items that seem to be unknown to the user. We measure
the accuracy of the prediction of unknown items.

e Recommendation of items from the user’s preference



and acquaintance We propose severa algorithms, col-
lectively designated as discovery-oriented CF algorithms,
for recommending items that a user prefers and does not
know. The first algorithm generates the integrated ratings
by combining the ratings of preference and the ratings of
acquaintance, then it applies the CF algorithm to the ma-
trix of the integrated ratings. The second a gorithm com-
bines a predicted value of preference and that of acquain-
tance. The third agorithm identifies a set of items that
seem to be unknown to the user and recommends items
with a high predicted value of preference from the items
in the set. We examine the effectiveness of these algo-
rithms with respect to the novelty [11] when we introduce
them to user-based CF [9, 21] and item-based CF [6, 25].

and which are not rated by a;, a predicted value of prefer-
ence p; (by) iscalculated as follows.
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Note that A} := {a,|ao € neighbor (a;)} and 7; is the
average of the all users’ ratingsto item b;.

pi (bk) =7 + D

Finally, atop-N recommendationlist L,, : {1,2,... ,N} —
B is generated based on predicted values p;. A function L,
reflects the ranking in descending order by assigning a rank
to an item with the highest predicted value at first.

Item-based CF Algorithm

e Examination of user satisfaction We compare our discovery—-rhe item-based CF algorithm calculates the similarity be-

oriented CF algorithm with apure CF algorithm and Ziegler’'s

topic-diversification algorithm [ 28] with respect to the users
satisfaction. We asked users to receive recommendations
from these algorithms and rate the recommended items
and item lists on satisfaction to the following usage objec-
tives of arecommender system: (1) Purchase of items, (2)
On-demand listening of items (Actually, items are music
data), and (3) Discovery of new items.

The remainder of the paper is organized as follows. First,
we explain the two prominent CF algorithms. We also ex-
plain popular non-accuracy metrics for evaluation that have
been proposed, along with our proposed metric with respect
to discovering items unknown to a user. In addition, we
present our method for predicting unknown items and our
discovery-oriented CF agorithms. Then, we present an em-
pirical evaluation of the proposed algorithms using novelty.
We al so discuss the situation in which the user’ sratings have
a bias in the number of ratings of preference and that of ac-
guaintance. Finally, we compare our algorithm and other al-
gorithms from the view point of user satisfaction. After that,
we describe some related works and offer some conclusions
and some future directions of research.

COLLABORATIVE FILTERING

A basic idea of CF algorithm is recommending to the user
itemsthose items which auser group with similar preference
likes. This section explains two basic algorithms; user-based
CF agorithm and an item-based CF agorithm.

User-based CF Algorithm

We define a set of usersas A = {a1,a9,... ,a,}, aset of
itemsas B = {b1,ba,...,b,} and arating of user a; for
item by asr; (by). The process of auser-based CF algorithm
consists of two steps.

e Neighborhood formation. Assuming a; asatarget user,
the similarity s (a;, a,) foral a, € A\ {a;} iscaculated
based on the similarity between r; and r,. In general,
Pearson correlation or cosine similarity is used for this
calculation. The top-M most-similar users are selected as
members of a;’s neighborhood neighbor (a;) C A.

e Rating prediction. For all items by, which are rated us-
ing a member of a;’s neighborhood a, € neighbor (a;)

tween items. These items can be considered as similar items
when users give a similar rating for two items (b, b.). In
this case, we should set the similarity s (b, be) high. Co-
sine similarity is commonly used for calculating s (b, be ).
For each by, the top-M most similar items are selected as
bi's neighborhood neighbor (b)) C B. The predicted value
p; (bx) iscalculated as follows.

2 v.eny (5 (bksbe) - i (be))
ey |5 (i be) |

Note that B, := {bc|b. € neighbor (by)}. The process for
generating a top-N recommendation list L,, is the same as
the user-based CF process.

pi (br) = @)

EVALUATION METRICS

Many researchers have used accuracy metics for evaluating
recommender systems. Pupular accuracy metics are mean
absolute error (MAE), precision and recall. MAE measures
how small the difference is between the predicted value and
the real user rating on preference [5, 9]. Precision and recall
judge how much the recommendation list includes the user’s
favoriteitems[24]. In detail, precision showstheratio of the
user’s favorite items to all the recommended items. Recall
shows how much of the user’s favorite items in the test set
are recommended. Recently, non-accuracy metrics are be-
ginning to be proposed. In this section, we explain the four
popular non-accuracy metrics (coverage, novelty, serendip-
ity and intra-list similarity) (See [11] for the details) and our
new non-accuracy metric (discovery ratio).

Coverage

Coverage measures the percentage of a dataset for which the
recommender system can provide a prediction [9, 18]. Sys
tems with higher coverage become more valuable to users
because the users can find many good items if the systems
can predict many of the itemsin the dataset.

Novelty and Serendipity

Novelty and serendipity measure the “non-obviousness’ of
the recommendations [11]. We can say that this recommen-
dation is novel if a recommended item is unknown and fa-
vorite for a user. Assuming C; as a set of items that are
unknown and favored by user a; in atest set, the precision



of novelty and recall of novelty of the recommendation list
L; arerepresented asfollows (A symbol $L; isthe image of
map L; and presents all items in arecommendation list).

x
Precision(Novelty) = M (©)]
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Recall(Novelty) = % 4

A serendipitous recommendation helps a user find a surpris-
ingly interesting item which he might not have discovered
independently. For measuring serendipity, it is necessary
to measure how the recommended items attract and surprise
the user [11]. However, no concrete calculation method has
been proposed so far because it is difficult to measure.

Intra-List Similarity

Intra-list similarity captures the diversity of the recommen-
dation list [28]. It is calculated by summing up the topical
similarities among itemsin the list. Topical similarity iscal-
culated according to various features (e.g., genre, author and
other discerning characteristics). Higher intra-list similarity
denotes lower diversity.

Discovery Ratio

Discovery ratio measures how many unknown items are in
the recommendation list. It differs from novelty in that it
is independent of the user’s preference. A higher discovery
ratio denotes that a user does not know many items in the
recommendation list. Assuming D; as a set of user's un-
known items in atest set, the discovery ratio is represented
asfollows.

|SLs]
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discovery ratio =
DISCOVERY-ORIENTED RECOMMENDATION
Our discovery-oriented CF algorithms use not only a profile
of preference that is conservatively used by the pure CF al-
gorithm but also a profile of acquaintance described in the
Introduction. Using the two kinds of profile, they try to rec-
ommend a user’'s unknown and favorite items. In this sec-

tion, we explain a method for predicting a user’'s unknown
items and our five kinds of discovery-oriented CF algorithm.

Predicting Unknown Items

We use a profile of acquaintanceto predict auser’s unknown
items. We hypothesize that atarget user knows items that a
user group with similar acquaintance knows. This hypoth-
esis is the same as that of the CF agorithm for preference.
Therefore, we try to predict a user’s known items by apply-
ing the CF algorithm to profiles of acquaintance. According
to the process of the CF agorithm, a user group with pro-
files of acquaintance similar to the target users’ isidentified.
Then, items unknown to the group are considered as items
that seem to be unknown to the target user.

We define user a;'s rating of acquaintance for item by as
h; (bx). By applying user-based CF or item-based CF algo-

rithm to the ratings of acquaintance, a predicted value of ac-
quaintance p¥me (by) is calculated as follows respectively.

o (4) = s 4 oot ® (@ 00) # (o (br) = o)
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The predicted value pt™°* (b;,) can be regarded as the prob-
ability that user a; knows item by. An ordered list L, know is

generated based on p¥m°v (by). Anitemwith higher pknow (bx,)
isranked higherin L, know. By sortingitemsin L, know inre-
verse order, we obtam alist me,mw in which an item that
is not known with higher probability is ranked higher.

pfnow (bk) _

(7)

Discovery-oriented CF Algorithms
The followings are the detail explanation of our five kinds of
discovery-oriented CF agorithm.

Rating-Integrating Algorithm: RIA

In Rating-Integrating Algorithm (RIA), integrated ratings are
first generated by combining ratings of preference and rat-
ings of acquaintance. The integrated rating becomes higher
when the user rates the item in high grade with respect to the
preference and also ratesit asan “unknown item”. A recom-
mendation list is generated by applying the CF algorithm to
the integrated ratings.

We add the ratings of preference and the ratings of acquain-
tance with a weight to generate integrated ratings. Weight
a € [0,1] is defined as the impact that ratings of acquain-
tance exert on integrated ratings, so (1 — «) is the impact
that ratings of preference exert on integrated ratings. Note
that the ratings of preference should be trandlated into 0-1
scale. 7 (by) denotes the translated rating of preference. In-
tegrated rating " (by,) is calculated as follows.

T;mi (br) = (1 —a) x 7“2 (bk) +ax(1—h; (bk)) (8)

A recommendation list is generated by applying the CF al-
gorithm to the matrix of the integrated ratings r"** (by,).

Prediction-Combining Algorithm: PCA

A predicted value of preference and that of acquaintance
can be calculated separately by applying the CF algorithm
to each kind of profile. We propose some agorithms which
combine these two kinds of predicted value.

Prediction-Combining Algorithm (Rank Addition): PCA (RA)
Prediction-Combining Algorithm (Rank Addition) (PCA(RA))
combines list L,, generated by applying the CF agorithm
to the profile of preference and list L, unknow generated by
applying the CF agorithm to the proflle of acquaintance.
For each item, we add its rank on list L,,, and that on list

me,mw . A recommendation list L, |sgenerated based on

this value.



procedure PCA(RA) (Lj,, o) {
B; «— %‘Lpi;
b € B; :compute pF™ov (b);
compute L | know :{1,2,...,|B;|} — B; usingprmev;
for all b € B do

L_unk,ww (b) — IBil = k,ww(b%

pi(b) — L;(b) - (1—a)+ L™ punknow (8) - @
end do
compute L ,« : {1,2,...,[B;|} — B; usingp;;
return Ly, ., ;

}

Figure 1. Prediction-Combining Algorithm (Rank Addition)

procedure PCA: (L, , o) {

B; «— S‘Lm;

b € B; :compute p*™°v (b);

forallb € B; do
Pi(b) — (1= @) xp; (0) +ax (1= k™ (8))5//for (VA)
(p3 (®) = pi (0) % (1= pE™ (8)) 5) //for (VM)

end do

compute L, : {1,2,...,|B;|} — B; usingp;;

return L,,i*’;

}

Figure 2. Prediction-Combining Algorithm (Value Addition, Value
Multiplication)

The details of PCA(RA) are presented in Fig. 1. First, for
each item b € B; inthelist L,,, the predicted value of ac-
quaintance p¥"°v (b) is calculated by applying the CF algo-
rithm to the profiles of acquaintance. List Lpf,ww is gener-
ated from the predicted values p¥m°v (b). By sorting items
inL, mow in reverse order, we obtain alist L, unknow with
|tems which the user does not know with hlgher probabil -
ity, are ranked higher. Next, for each item b € B;, p:(b)
is calculated by adding the rank on list L, and that on list
Ly onon Withweight . Weight o € [0, 1} showsthelmpact
that each kind of list exerts on the combined list L,-. The
new recommendation list L,- is generated by sorti ng items
by p#(b) in ascending order.

Prediction-Combining Algorithm (Value Addition): PCA(VA)
Prediction-Combining Algorithm (Vaue Addition) (PCA (VA))
adds the predicted value of preference p; (b) and that of ac-
quaintance p¥™°* (b). Note that the ratings of preference
should be trandated into 0-1 scale. For each item b € B;,
score p; (b) is calculated asfollows (see aso Fig. 2).

pi(b) = (L—a)*p; (b) +ax (L—p (b)) (9
List L,-, whichisshown to the user, is generated by sorting
items by p(b) in descending order.

Prediction-Combining Algorithm (Value Multiplication): PCA
(VM)

We can regard the predicted value of acquaintance p¥"o (b)
as aprobability which user a; knowsitem b, then we can re-
gard 1 — pFm°w (b) as a probability which user a; does not

procedure |EA (B;, a) {
b € B; :compute pF™°v (b);
st B — {Bi| p"ov(b) < a};
forall b € B] do
compute p; (b);
end do
compute L« : {1,2, ..., |B}|} — B} usingp;;
return Ls;

}

Figure 3. Independently Evaluating Algorithm

know item b. To recommend favorite and unknown items

with higher probability, Prediction-Combining Algorithm (Value

Multiplication) (PCA (VM)) calculates score pj(b) as fol-
lows (see also Fig. 2):

p; (b) = pi (b) * (1= p"* (b)) (10)

List L, shown to the user is generated by sorting items by
pi(b) in descendi ng order. It is necessary to set an appro-
priate o for PCA(RA) and PCA (VA), whereas PCA (VM)
presents the advantage that thereis no need to do so.

Independently Evaluating Algorithm: IEA

Generally, it is important to know how much a user likes a
specific item. Different degrees of preference are applicable,
even among favorite items. The system should recommend
items that the user likes more at the higher rank. However,
the degree of acquaintance is probably lessimportant for the
user than that of preference because, once the user sees an
item and favors it, she would purchase or remember it. We
think that calculating the strict degree of acquaintanceis not
SO important to users.

Independently Evaluating Algorithm (IEA) considersthe above

difference of the property among preference and gcquain-
tance. It identifies the set of items that seem to be unknown
to auser and ranksthe itemsin the set based on the predicted
values of preference. Details of this algorithm are shown in
Fig. 3. Firgt, for each item b € B;, the predicted values of
acquaintance pFm°v (b) are calculated by applying the CF al-
gorithmto the profiles of acquaintance. Itemswith p#m°v (b)
lower than threshold a € [0, 1] are selected as a set of items
(denoted as BY) that seem to be unknown to the user. Next,
foreachitemb € B!, the predicted value of preference pi (b)
iscalculated. List L,, , which is shown to the user, is gener-

ated by sorting items by p; (b) in descending order.

EXPERIMENT ON NOVELTY

We conducted an evaluation to verify that our algorithms are
effective for acquiring favorite and unknown items. Basi-
cally, our agorithms use CF algorithm for predicting un-
known items. Firstly, we evaluated the ability to predict un-
known items. Next, we see whether our algorithm can make
the novelty of recommendation higher than the original CF
algorithm. We also see the relations between novelty, preci-
sion of preference, and the discovery ratio by changing the
parameter . Finaly, we compare the performances of al
algorithms.



Table 1. Rating distribution
known | unknown | sum
favorite 72.7 21.9 94.6
unfavorite | 36.3 69.1 105.4
sum 109.0 91.0 200
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Figure 4. Prediction of unknown items

Data Set

We collected 20000 rating data for the experiment. Specif-
ically, we had 100 users rate 200 music data selected ran-
domly from amusic database composed of 1000 music data.
In this subsection, we explain our methods for building the
music database and collecting the rating data.

We built our original music database for the experiment.
The music database includes 1000 music data. The music
database comprises the music title, singer's name, release
year, music category, and URL for previewing the music
data. We constructed this database by getting a license for
commercial music from JASRAC [13] and getting a license
for commercial music data from a mgjor commercial music
siteto usein the experiment. Categories of 1000 music data
are Japanese pop music (JPop; 700 music data), Japanese
traditional-style music (enka; 75 music data), Japanese an-
imation music (anime; 75 music data), and foreign music
(150 music data). A broad range of music data from the
1960s until now was selected for J-Pop and foreign music.

We collected rating datafrom 100 people (younger than teenagers,

13; twenties, 51; thirties, 5; forties, 18; fifty and older, 13
people). Then 200 music data selected randomly from the
musi c database are presented to each user; the profile of pref-
erence and that of acquaintance are collected by asking users
to ratethe music data. Ratings of preference are givenin five
scales (1-5) and ratings of acquaintance are recorded as bi-
nary (1 or 0). For music which is unknown to the user, the
rating of preference is assigned by the user after previewing
it. Thetotal time taken to complete al the ratings, including
the previewing time, is 3 h on average per user. To calculate
metrics, the ratings of preference were binarized like ratings
ranged from four to five into “favorite” and ratings ranged
from one to three to “unfavorite”. The average distribution
of the ratings of preference and those of acquaintance given
by 100 usersis shown in Table 1. We divided the 200 music
data rated by each user into a training set composed of 100
music data and atest set composed of 100 music data.
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Figure 5. Results for precision, the discovery ratio, and precision of
novelty for the Rating-Integrating Algorithm
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Figure 6. Results for precision, the discovery ratio, and precision of
novelty for PCA (RA)

Prediction of Unknown Items

We examined the performance of our method in predicting
items that are unknown to a user. We calculated the pre-
dicted values of acquaintance for 100 music data in the test
set and generated a list in which an item with a lower pre-
dicted value of acquaintance is ranked higher. User-based
CF was applied to the ratings of acquaintance to calculate
the predicted values of acquaintance. We anayzed the pre-
cision and recall of the predictions of acquaintance for the
generated top-X (X € [10,20,...,90,100]) list. The re-
sult is shown in Fig. 4. The precision for the top-10 list
is0.9. It is apparent that the method can predict items that
are unknown to the user with high precision. In addition, a
curve of the recall is convex upward, thereby showing that
the method can predict items that are unknown to the user.
Infact, 80% of the unknown itemsin the test set areincluded
in the top-50 list.

We also used item-based CF in the experiment. However,
the result was worse than that of the case of using user-based
CF. In our collection of rating data, the number of userswho
rated the same pair of items, which is necessary to calcu-
late the similarity between these items, is smaller than the
number of items which are commonly rated by two users,
which is necessary for calculation of the similarity between
these users. Consequently, the reliability for the calculated
similarity between the items is lower than that between the
users. We used user-based CF in the following experiments
described in subsequent sections.
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Figure 7. Results for precision, the discovery ratio, and precision of
novelty for PCA (VA)
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Figure 8. Results for precision, the discovery ratio, and precision of
novelty for the Independently Evaluating Algorithm

Precision of Preference, Discovery Ratio, and Novelty

A top-5recommendation list isgenerated for every discovery-
oriented CF agorithm. We calculated the precision of pref-

erence, the discovery ratio, and the precision of novelty for

eachlist. Wechanged o € [0,0.1,...,0.9,1.0] to determine

its optimal value. We compared the performance among our

algorithms and the original user-based CF (CF) algorithm.

Fig. 5, 6, 7 and 8 shows the precision of preference, the dis-
covery ratio, and the precision of novelty of RIA, PCA(RA),
PCA(VA), IEA by changing « respectively. InRIA, PCA(RA)
and PCA(VA), as o becomes larger, the precision decreases
and the discovery ratio increases. The precision of novelty
becomes the highest at «=0.4 for RIA, «=0.6 for PCA(RA)
and «=0.3 for PCA(VA). In IEA, as « becomes larger, the
precision inreases and the discovery ratio decreases. The
precision of novelty becomesthe highest at o =0.3.

The results of CF and PCA (VM) including those of RIA,

PCA(RA), PCA(VA) and IEA (at « for realizing the best

novelty) is shown in Table 2. Apparently, the precisions of

novelty of our discovery-oriented CF algorithms are higher

than that of CF. However, no apparent difference existsamong
our proposed algorithms. For that reason, we can not judge

which algorithm is the best for improving the novelty.

BIAS IN THE NUMBER OF RATINGS
In the experiment described in the previous section, we as-
sumed that a user always gives an item both arating of pref-

Table 2. A comparison of precision, the discovery ratio, and precision
of novelty among algorithms

precision | discovery ratio | precision(novelty)
RIA 0.50 0.83 0.35
PCA(RA) 0.50 0.80 0.34
PCA(VA) 0.58 0.73 0.33
PCA(VM) 0.42 0.87 0.33
IEA 0.49 0.81 0.34
CE 0.86 0.13 0.085

erence and that of acquaintance. However, in real usage in
commercial recommendation sites, it is conceivable that a
user does not give a rating of preference to an item that is
unknown to him. He must preview it when a user tries to
give arating of preference to an unknown item. Music data
do not always have sample data for preview. Furthermore,
atask of previewing music data consumes her time and en-
ergy. Consequently, music datarated as“unknown item” are
not always given a rating of preference. Therefore, our a-
gorithms must be useful in situations where a user’s ratings
have a bias in the number of ratings of preference and that
of acquaintance.

Experimental methodology

We modified our proposed algorithms asfollowsto deal with
the bias in the number of ratings. RIA requires that an item
has both a rating of preference and that of acquaintance to
generate an integrated rating. We ignore arating of acquain-
tancefor anitemwhichisrated as“unknown item” and is not
given arating of preference. PCA must calculate a predicted
value of preference and that of acquaintance. The predicted
value of preference is calculated in the same manner as for
an item in which both kinds of rating are missing. The pre-
dicted value of acquaintance is p¥™°* (b) = 0 and the rank
on the list Lpuninow is1. IEA must identify a set of items
which seem to be unknown to auser. Anitem which israted
as “unknown item” and which is not given arating of pref-
erence s to beincluded in the set described above.

We conducted an experiment to see the performances of our
discovery-oriented CF algorithmsin asituation whereauser’'s
ratings have a bias in the number of ratings of preference
and that of acquaintance. In this experiment, we examined
the difference of novelty among our algorithms. We aso
examined the percentage of music data with arating of “un-
known item” in the recommendation list. We think music
data which are rated as “unknown item” and which are not
given arating of preference should be added to anomination
list for recommendations (set of music data which might be
worth recommending to the user) because the user does not
know its content. Therefore, the nomination list includes
music data for which the user does not give both arating of
preference and that of acquaintance and music data which
he gives arating of “unknown item” and does not give arat-
ing of preference. We used the same dataset in the previous
section. We generated a bias by partly deleting ratings of
preference for music data with arating of “unknown item”.
Specifically, we generated a new training set in which X%
(X € [25,50,75]) of music data with arating of “unknown
item” have the ratings of preference.



——RIA —8—PCA(RA) —&—PCA(VA)
precision (Novelty) ——PCA(VM) ——IEA
0.41
036 _a

R NN
. W\ \
0.31 \\

T~

100 75 50 25 X%

0.29

Figure 9. Results for precision of novelty

‘ ——PCA(RA) —S—PCA(VA) =—&—PCA(VM) =>IEA ‘

00 /
08 //'\

0.7

0.6

0.5

A ratio of items with “unknown item”

04

RO\

50 25 X%

Figure 10. Ratio of items which have a rating of “unknown item” in the
recommendation list

Result

A top-5 recommendation list was generated for every ago-
rithm from among 100 music data in the test set and music
data which are rated as “unknown items’ and which are not
given arating of preferencein thetraining set. We calculated
the precision of novelty for each list. Fig. 9 showsthe result
for each of our algorithmsin the case of changing X. There-
sults of RIA, PCA(RA), PCA(VA), and |IEA are the highest
values among the results with different . Comparing our
algorithms, the precision of novelty for RIA is lower than
that for the other algorithms. This is attributed to the fact
that only RIA uses no ratings of acquaintance for music data
which are rated as* unknown items” and which are not given
arating of preference. Therefore, we conclude that RIA is
not appropriate for situations with a bias in the number of
ratings of preference and that of acquaintance.

The other algorithms show little difference in the precision
of novelty. Therefore, we examined the percentage of music
data with a rating of “unknown item” in the recommenda-
tion list. Fig. 10 shows the results obtained when changing
X. When X=25, 50, for PCA(VA) and PCA(VM), the per-
centage of music data with a rating of “unknown item” in
the recommendation list is about 80%. For PCA(RA), the
percentage is nearly 100%. On the other hand, for |EA, the
percentage isabout 60%, which showsthat the recommenda-
tion lists generated by PCA(RA), PCA(VA), and PCA(VM)
include many music data which have aready been rated as
“unknown”. Actually, PCA treats the predicted value of ac-
guaintance for these music data as 0 and the rank on the list

of unknown items for them as 1. Therefore, PCA tends to
rank these music data high on the recommendation list.

Discussion

In acommercial web site, a user may not try to preview the
music data even though he is allowed to preview it. When
a user conducts initial ratings before the first recommenda-
tion, he sees basic information about the presented music
data (e.g., artist name, release date, content description, and
customer review). It seems more likely that he does not get
interested in the music data if he makes the decision not to
preview the music data after seeing the information. Conse-
quently, if he is recommended the above music data, there
isless probability that he will like it. When sample data for
preview are not provided, the user does not give rating of
preference even if he becomes interested in the music data
after seeing the basic information. When it is recommende
by the system, the probability he will like it is the same as
the probability he will like music data without both kinds of
ratings.

Even if we consider the second case, the probability of lik-
ing music datawith only arating of “unknownitem” islower
than the probability of liking music data without both kinds
of ratings. Furthermore, a user would easily discover the
tendency of the recommendation when a recommendation
list includes many music data with a rating of “unknown
item”. Then, the user can guess which music data are rec-
ommended next. Accordingly, the unpredictability of the
recommendation becomes low and the possibility exists that
the user’s satisfaction for the recommendation becomes low
even though the novelty of the recommendation is high. In
this respect, recommending many music data with a rating
of “unknown item” is a problem. For these reasons, in the
situation in which the user’s ratings have a bias in the num-
ber of ratings of preference and that of acquaintance, IEA is
better than PCA.

EXPERIMENT ON USER SATISFACTION

Our off-line experiment has shown that our algorithm im-
proves the precision of novelty. However, it is not apparent
that our algorithm achieves high user satisfaction because it
puts an extra burden, which is a rating operation with re-
spect to the acquaintance, on users. In this section, we com-
pared our algorithm on user satisfaction with pure CF ago-
rithm and Ziegler's Topic Diversification Algorithm (TDA),
which obtains higher user satisfaction than that of CF ago-
rithm (The outline of thisalgorithm is presented in “ Related
Work” Section).

Experimental Methodology

We selected IEA (a=0.3, 0.6) among five kinds of our poposed
algorithm. 1EA achieves the highest precision of novelty
when a=0.3. It achieves good balance among the precision
of preference and that of novelty when «=0.6. Fig. 11 shows
the categories used for TDA. We created these categories
for our music database. Table 3 shows the result of off-line
experiment using the same dataset in “EXPERIMENT ON
NOVELTY” Section). The novelty of TDA is worse than
|EA dathough it is better than that of CF.
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Figure 11. Categories used for TDA

Table 3. Performance of four algorithms in the offline analysis

precision | discovery | precision

(preference) ratio (novelty)
IEA(a = 0.3) 0.49 0.81 0.34
IEA(a = 0.6) 0.64 0.56 0.28
CF 0.86 0.14 0.085
TDA 0.84 0.17 0.094

40 graduate and undergraduate students participated in this
experiment. They gave arating of preference and that of
acquaintance to 100 music data randomly selected from our
music database. They received a recommendation list gen-
erated from the rest of the 900 music data by one of the
four algorithms (IEA(«=0.3, 0.6), CF and TDA). We used
the same rating data of other usersin “EXPERIMENT ON
NOVELTY” Section.

We think that it is difficult for users to give the degree of
their satisfaction if there is no objective to receive a recom-
mendation. We defined the three types of objective to give
the degree of satisfaction.

e Satisfaction for purchase Purchase of itemsis one of
the objectives in commercial web sites. This type of sat-
isfaction isimportant for commercial web sites. Usersare
aso happy to meet an item which they want to buy.

e Satisfaction for on-demand listening Users want to lis-
ten to their favorite music when they use a service like
internet radio which is a free music program with adver-
tisements. This type of satisfaction is important for both
of sponsors and users.

e Satisfaction for discovery Many usersin commercia web
sites consult a recommendation to find new items or to
broaden their knowledge of unfamiliar area. If they get
interested in some items or areas, they search information
about them. They might want to buy those items while
searching the information. This type of satisfaction isim-
portant for both of commercia web sites and users.

A top-5 recommendation list is shown to the user. The users
gave arating of preference and that of acquaintanceto arec-
ommended item. We asked the users to suppose each of the
above objectivesto receive recommendations. They gavethe
degree of satisfaction in 5 scales (1-5) to the recommenda:
tion list and each of the recommended items for every ob-
jective. We offered the recommendation list five times. We

B [EA(0.3) B IEA(0.6) CICF O TDA

45

DSL
©

-
[ IS I NS

Purchase On-demand listening Discovery

Figure 12. Degree of satisfaction to the recommendation list (DSL)

[ B EA(0.3) MIEA(0.6) CICF O TDA|

0.8
0.7 [ 1
06
05
8 04
03
02
0.1

Purchase On-demand listening Discovery

Figure 13. The ratio of satisfactory items in the recommendation list
(RSI)

evaluated the user satisfaction from the following two kinds
of metrics: (i) the degree of satisfaction to the recommen-
dation list (After here “DSL”) and (ii) the ratio of satisfac-
tory itemsin the recommendation list (After here“RSI”). To
calculate the second metric, the degrees of satisfaction were
binarized like degrees ranged from four to five into “satis-
factory” and degrees ranged from one to three to “unsatis-
factory”.

Result

Fig. 12 shows the result on DSL. For the satisfaction for
purchase, DSL of IEA(«=0.3, 0.6) is better than that of CF.
But, it is amost the same as that of TDA. For the satisfac-
tion for on-demand listening, DSL of IEA(«=0.3) is worse
than those of other agorithms. We think this is due to its
low precision of preference. For listening to music on the
fly, the precision of preference affects the user’s satisfaction.
For the satisfaction of discovery, DSL of IEA(a=0.3, 0.6) is
better than that of CF. However we cannot find a apparent
difference among IEA(«=0.3, 0.6) and TDA.

Fig. 13 shows the result on RSI. For the satisfaction for on-
demand listening, RSI of 1EA(a=0.3) is worse than those of
other algorithms. Thisis as same as the result on DSL. For
the satisfaction for purchase and that for discovery, DSL of
IEA(«=0.6) achieves the best result. It is apparent that the
improvement from the results of other algorithms for RSl is
bigger than that for DSL.

From the above results, for the objective of purchasing items
and finding new items, IEA(«=0.6) recommends more items
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that satisfies the user than other algorithms. Unfortunately
we cannot show that our algorithm provides a recommenda-
tion list that satisfies a user. However, we think that users
will be happy when they meet many satisfactory items. Itis
also good for commercial web sites that the users meet items
which may lead to the future purchase. Thereisa possibility
that our discovery-oriented CF algorithm can keep users to
use a recommender system without their boredom and im-
prove the salesin commercial web sites.

Relationship between Satisfaction and Ratings

We found that our algorithm recommends more satisfactory
items than other algorithms in the previous subsection. Here
a question occurs that which kind of ratings among ratings
of preference and those of acquaintance affect more auser's
satisfaction. We calcul ated the correl ation coefficient among
degrees of satisfaction and each kind of ratings. The corre-
lation coefficients are 0.42, 0.72 and 0.38 for purchase, on-
demand listening and discovery respectively in the case of
ratings of preference. Those in the case of ratings of ac-
quaintance are-0.09, 0.15, -0.21. It seems that ratings of ac-
guaintance have no influence (or bad influence) on the user’s
satisfaction.

This result contradicts the results in the previous subsection
epsecialy for the purpose of purchase and discovery. We
focused on only the music data with high ratings of prefer-
ence and examined whether the degrees of satisfaction differ
among ratings of acquaintance. Fig. 14 shows the distribu-
tion of the degrees of satisfaction for the music data whose
ratings of preference are 5 for the purpose of purchase and
discovery. The ratios of satisfactory items are about 70%
and 80% in the items that are unknown to the users for the
purpose of purchase and discovery respectively. However,
they are about 40% and 30% in the items that are known to
the users. From the aboveresults, preferenceisthe most fun-
damental factor for the influence to the users' satisfactions.
However, acquaintance also affects the users' satisfactions
especiadly for the itemswhich will be preferred by them.

RELATED WORK

Research for improving users’ satisfaction with recommen-
dations are related to our work. Three approaches are used
for improving the users' satisfaction: an approach particu-
larly addressing recommendation algorithms, an approach
particularly addressing an explanation in recommender sys-
tems and an approach particularly addressing interactions
with users.

Some studies have emphasi zed a recommendation algorithm
for improving user satisfaction [1, 2, 14, 28]. Ziegler et
al. [28] addressed the problem of insufficient diversity with
respect to the contents among items in a recommendation
list. They increased the diversity of a recommendation list
by combining a list generated using a CF algorithm and a
list generated based on topic similarity among items. Kato

a. [14] proposed a content-based method keeping the
balance between accurate recommendations and unexpected
recommendations. The method identifies the genre the user
might prefer. Then, it mixes promising items selected from
the favorite genre and those selected from another genre.
Ardissono et a. [2] developed a system that recommends
sightseeing destinations for heterogeneous tourist groups. It
reduces the conflict related to the requirements among the
members. Adomavicius et a. [1, 19] incorporates contex-
tual information into a recommendation process. Recom-
mendations fitting the user’s short-term preference which is
affected by the situation might improve the user’'s satisfac-
tion.

Good explanationsin recommender systemswere abletoin-
crease users satisfaction [3, 4, 10, 17, 27]. Herlocker et
al. [10] showed that providing explanations can improve the
users acceptance of CF systems. Bilgic et al. [3] exam-
ined several explanations by asking usersto rate items when
only seeing the explanations and when reviewing the real
items. Bonard et al. [4] proposed that the usefulness of rec-
ommender systems can be improved by including more in-
formation about users who give recommendations. McNee
et a. [17] displayed the degree of confidence about the pre-
diction to arecommended item. Users become able to select
items based on their tolerance for risk.

Some studies have specifically addressed user interaction in
recommender systems [7, 16, 20]. Otsubo [20] developed a
recommender system which shows many possible items to
users rather than making a deep inference about the users
preferences. He reduces the cost of information acquisition
by simplifying the operation. Fujimori et a. [7] proposed
a system for combining a function for a user’s active search
with a system’s passive recommendation. It enables users
to obtain a recommendation that differs slightly from their
usual preferences by selecting a user group. McCarthy et
a. [16] proposed an interface for feedback in which the user
can easily give amodification requirement to the recommen-
dation. Otsubo, Fujimori and McCarthy show that an inter-
action with the recommender system is an important factor
for users satisfaction.

CONCLUSION

We proposed five recommendation algorithms to improve
the novelty of a recommendation. Our algorithms predict
items that are unknown to a user using information about
items that users aready know (arating of acquaintance). By
combining this method and the traditional CF algorithm, our
algorithms recommend a user’s unknown and favorite items.
We conducted an experiment using 20000 rating data col-
lected from 100 users. The result showed that our algorithms
are effective for improving the novelty of the recommenda-



tions. Considering the usage in real commercial recommen-
dation sites, we also conducted an experiment in a situation
in which some items have no rating of preference and with a
rating of “unknown item”. We examined the novelty of the
recommendation and the percentage of the items which are
already rated as “unknown items’ in the recommendation
list. The result showed that the Independently Evaluating
Algorithm (IEA) isthe best of the five algorithms because it
does not include many items which already have arating of
“unknown item”. Finally, we conducted an experiment on
user satisfaction. For the objective of purchasing items and
finding new items, |EA achieves a better result than pure CF
and Topic Diversification Algorithm in including many sat-
isfactory itemsin the recommendation list. In future studies,
we will examine explanation functions that not only consider
the user’s preference and the user’s acquaintance.
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