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ABSTRACT
One of the subjects in knowledge management is knowl-
edge externalization and combination in which people
express their tacit knowledge and formulate it. Com-
munication among people is important for this pro-
cess. This paper proposes a model that helps two users
to have a discussion for knowledge externalization and
combination. In this model, the computer verifies the
consistency between the knowledge generated by induc-
tive learning from cases and the two user’s knowledge
sets expressed by themselves. From the result of this
verification, it provides the point at issue for the dis-
cussion to improve the knowledge. We conducted a user
experiment in the domain of gure-fishing where real ex-
perts had participated in. We confirmed the effective-
ness in activating people’s communication and also in
improving the quality of their knowledge.

Categories and Subject Descriptors
H.5.3 [INFORMATION INTERFACES AND PRE-
SENTATION]: Group and Organization Interfaces

General Terms
Experimentation, Human Factors

Keywords
knowledge management, SECI model, tacit knowledge,
explicit knowledge, discussion-support, groupware

1. INTRODUCTION
Knowledge management is getting popular in business
fields. In Knowledge management, people consider how
knowledge in a company is produced, analyzed, and
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used for improving the creativeness and the efficiency
of their business [1]. Nonaka’s SECI model [2] is one of
the popular models fro knowledge management. SECI
model is based on the premise that (1) there are two
types in human knowledge: explicit knowledge which is
represented in an explicit language or figure, and tacit
knowledge which people have in their minds and are
not represented in an explicit way, (2) these two types
of knowledge interact each other when people do some
intelligent activities, (3) knowledge in an organization
or a group is created when people with different knowl-
edge interact each other.

SECI model models people’s knowledge activities by
defining the following stages: expressing their tacit knowl-
edge (externalization), combining those explicit knowl-
edge (combination), absorbing those systematized knowl-
edge by each person (internalization) and experiencing
other people’s tacit knowledge (socialization). When
we want to support the externalization stage and com-
bination stage by activating the people’s interaction,
we notice that methodologies of knowledge acquisition
for expert systems [5] or discussion-support systems (or
meeting-support systems) in CSCW or groupware [6]
may be available.

Knowledge acquisition tries to obtain knowledge from
people which is to be inputted in an expert system.
Generally acquired knowledge is stored in if-then rule
or in frame. As popular methods, there are an inter-
view which directly asks people about the knowledge
by following some strategies and a method which the
computer conducts an inductive learning [7] from cases
and a user (expert) checks the correctness of the learned
rules by hand (The details are explained in Section 2).
However, these methods do not support the people’s
real-time discussion for knowledge acquisition.

Discussion-support systems support people’s collabora-
tive activities with discussions. There are the following
two popular methods (The details are explained in Sec-
tion 2). One is a method which models the flow of dis-
cussion and lets the user put a tag to his/her comment.
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The other is a method which provides a tool for for-
mulating ideas like KJ method [8] and also provides an
interface to do a discussion on the tool. However, these
methods do not consider the content of the discussion.

We can say that existing methodologies in computer sci-
ence cannot support SECI model enough. This research
targets the situation where two experts (after here, just
“users”) do a discussion in real-time for knowledge ex-
ternalization and combination (after here, “knowledge
EC”). We propose a model in which the computer par-
ticipates in the users’ discussions for notifying poten-
tial problems to the users and in which the user easily
enriches both of the personal knowledge only for him-
self/herself and the shared knowledge for the group.

In this model, the system logically verifies the two users’
sets of knowledge and provides the point of issue for the
discussion. In detail, the two users write down their
knowledge in an explicit way respectively in advance.
The system detects a difference or an incoherence be-
tween these two types of knowledge as a flaw and pro-
vides a question for solving the flaw to each user. The
two users discuss their wrong decision or the insufficient
condition according to the question, and add, delete or
change their expressed knowledge.

Recently, people share cases on the Internet in some
domains. Cases are data which record what have hap-
pened in the target domain. The system also conducts
an inductive learning from cases and creates another
knowledge. The system conducts the above flaw detec-
tion not only between the two users’ knowledge sets but
also among the two users’ knowledge sets and the knowl-
edge set learned from cases. We hope that knowledge
learned from cases performs the role of third person who
provides the different view point from the two users. In
this way, we aim to activate the users’ discussion more
by the automatically created knowledge.

In the proposed model, the user improves the knowledge
set expressed by himself/herself as a personal knowl-
edge set only for himself/herself. The two users also
improve the knowledge set learned from cases as a com-
mon resource for the group. Becasue this knowledge is
automatically created from cases, it has no bias. This
is a good seed for creating shared knowledge in a group.
We also expect that an explicit definition of knowledge
owners leads to getting honest knowledge from users
because they do not have to care security or privacy.

The organization of the remainder of this paper is as
follows. Section 2 describes the related work. Section 3
describes the overview of our model. Section 4 explains
the definition of flaw and the feedback messages to the
user. In Section 5, we did a user experiment in which
real experts joined for evaluating our model. Section 6
offers some conclusions.

2. RELATED WORKS
This section introduces existing researches of knowledge
acquisition and discussion-support systems.

2.1 Knowledge acquisition
Knowledge acquisition methods by interviews usually
exploit some questioning strategies [5]. Although the
earlier methods conduct an interview only once, the
later methods try to obtain knowledge interactively with
the user. In Mole [9], the system shows the problems
which happened when using the acquired knowledge in
real situations. More [10] and ETS [11] expects the feed-
backs from the user by showing the acquired knowledge
in styles different from the style the user has used for
expressing his/her knowledge.

In knowledge acquisition methods by inductive learning,
learning errors are inevitable. Therefore many methods
do a deductive explanation on the learned rules [12,
13, 14, 15]. In the deductive explanation, the system
matches the learned rules to the rules which the user has
inputted beforehand, and shows the inconsistency to the
user. However, these methods suppose that only one
user does a knowledge acquisition at a time. They do
not suppose the situation in which several users discuss
the problems for acquiring knowledge in real-time.

Some works support a real-time discussion by several
users for knowledge acquisition. AQUINAS [16] asks
several users to fill a matrix whose axes are attributes
and classes, and prompts a users’ discussion by show-
ing the difference of the users’ matrices. GRAPE [17]
proposes an interface where users in different places can
discuss in real-time and collaboratively build a classi-
fication tree. In these systems, the users can create a
knowledge which roughly classifies cases to small num-
ber of categories. However, we cannot create a rule
which consider the detailed conditions of attributes.

2.2 Discussion-support system
As popular models of the flow of discussion, there are
conversation theory [18] and IBIS model [19]. Many
discussion-support systems allow the users to discuss
the issues guided by these models [18, 19, 20, 21]. These
systems can track the state of the discussion because
they ask the users to put a tag representing the type
of his/her message. There also exists EMSs(Electronic
Meeting Systems) [22] or chat-support systems [23] with
laxer process management of conversation like brain
storming and NGT(Nominal Group Technique). How-
ever these systems do not analyze the content of the
conversations. Even if there is incoherence among the
conversations, they do not indicate it to the users.

As popular discussion-support systems using a tool for
formulating ideas, there are Cognoter [24]，GrIPS [25],
Tivoli [26] and PReSS [27]. In these systems, the users
can put keywords which occur in their minds on the
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Figure 1: Overview of our proposed model

screen, change those locations, and link them each other.
These systems focus on the process of idea creation
(convergence and divergence of ideas). As a function of
checking the content of ideas, only GrIPS recommends
keywords, which associatively enriches the idea. How-
ever it does not indicate the difference or incoherence
between ideas.

3. OVERVIEW OF PROPOSED MODEL

3.1 Overview
The overview of our interactive knowledge EC model
is shown in Figure 1. Firstly two users express their
knowledge in an explicit style (The format is explained
in the next subsection) respectively without a discus-
sion. After here, we call this knowledge set “user knowl-
edge.” Cases are also inputted to the system. The
system conducts an inductive learning from the cases
and creates another knowledge. After here, we call this
knowledge set “system knowledge”. The system detects
flaws among the three kinds of knowledge set and cre-
ates questions for solving the flaws. Priority is put to
each flaw according to its flaw type. Detected flaws and
their questions are sorted according to their priority and
are shown to the users.

The users discuss the problems guided by the ques-
tion from the system. Each user improves his/her user
knowledge as his/her personal knowledge. The improved
user knowledge will be used only by the user. Both the
users also improve the system knowledge as knowledge
stored for the group. The improved system knowledge
will be used by many people in the group. This means
that to the neutral knowledge which is obtained from
cases, the knowledge which both the users can confi-
dently recommend to others will be left or added. Like
this, our model tries to realize knowledge EC from the
viewpoint of respecting each user’s knowledge and keep-
ing the more sophisticated knowledge for the group. Af-
ter revising one or a few units of knowledge, the users
ask the system to detect flaws again from the revised
knowledge sets. By repeating this, the users can inter-
actively conduct knowledge EC with the system.

attribute : attribute value

weather : fine clowdy rain/ /

wind : strong medium weak/ /

weather previous day( ) : fine clowdy rain/ /

wind previous day( ) : strong medium weak/ /

diff of water temperature.
from the previous day

: up medium down/ /

max velocity of tide. : fast medium slow/ /

tide type : spring middle neap/ /

red tide : yes no/

wave-dissipating block : yes no/

water temperature wt( ) : very high high medium/ / / low very low/

bait : krill worm sea slater/ / / crumb

Figure 2: Examples of attributes and their pos-
sible categorical values in gure-fishing domain

3.2 Format of knowledge
We use if-then rule as a knowledge representation in our
model. We target classification knowledge as a knowl-
edge type. Classification knowledge is a type of knowl-
edge which consists of a decision and information for
making a decision. Concretely this knowledge is ex-
pressed in class, attribute and attribute value. We use
categorical value as attribute value for making the users
express their knowledge easier. Figure 2 shows an ex-
ample of class, attribute, and attribute value in the do-
main of gure-fishing which is used in the user experi-
ment in Section 5. In this case, there are 11 attributes
like weather and bait. There are several categorical val-
ues to each attribute. Class is either “good catch” or
“bad catch”. Altough we have boolean value in class in
this example, the model allows us to use N-class value.
The followings are the formats of a case, user knowl-
edge, and system knowledge.

A case is represented in attribute values to all the at-
tributes and which class the case belongs to. The rule
format for a user knowledge is as follows:
if (attribute, value) · · · (attribute, value) then (class)
In “if part” (“conditional part”), each set of attribute
and attribute value is called “conditional clause”. The
relationship between adjacent conditional clauses is AND.
The model does not allow us to use OR between condi-
tional clauses. If the user should write OR in the rule,
he/she has to split the rule into two rules.

System knowledge is created by decision tree. Decision
tree is a tree structure in which an internal node shows
an attribute to be tested, an edge shows attribute value,
and a leaf node shows a class. This tree structure is
created from cases by inductive learning [7]. One path
from the root node to a leaf node can be seen as one
if-then rule. The rule format for a system knowledge
is as same as that for a user knowledge. Examples of
user knowledge and system knowledge in gure-fishing
domain are shown in Figure 3-(a-c).
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( ) ( )a User knowledge User A

User knowledge User A( )

Rule1 :

Rule2 :

Rule3 :

Rule4a :

Rule5 :

Rule4b :

Rule4c :

Rule4d :

if wt very high then bad catch( , ) ( )

if wt high tide type spring then bad catch( , )( , ) ( )

if wt high tide type neap bait slater then good catch( , )( , )( , ) ( )

if wt high tide type neap bait krill then bad catch( , )( , )( , ) ( )

if wt high tide type neap bait worm then bad catch( , )( , )( , ) ( )

if wt high tide type neap bait crumb then bad catch( , )( , )( , ) ( )

if wt low diff of wt medium then good catch( , )( , ) ( )
.
.
.

User knowledge User B( )

Rule1 :

Rule2 :

Rule3 :

Rule4 :

Rule5 :

if wt very high then bad catch( , ) ( )

if wt high tide type spring then good catch( , )( , ) ( )

if wt high tide type neap then bad catch( , )( , ) ( )

if wt low then good catch( , ) ( )
.
.
.

if wt high tide type middle then good catch( , )( , ) ( )

( ) ( )b BUser knowledge User

System knowledge

Rule1 :

Rule2 :

Rule3 :

Rule4 :

Rule5 :

if wt very high then bad catch( , ) ( )

if wt high tide type spring then good catch( , )( , ) ( )

if wt high tide type neap then bad catch( , )( , ) ( )

if wt low then bad catch( , ) ( )
.
.
.

if wt high tide type middle then good catch( , )( , ) ( )

( )c System knowledge

Figure 3: Examples of rules in gure-fishing do-
main

4. FLAW DETECTION
In our model, the system picks up a rule respectively
from one user’s user knowledge, another user’s user knowl-
edge, and the system knowledge. Then it checks whether
or not there is a flaw among those three rules. The sys-
tem checks all the combinations of rules from the three
kinds of knowledge set. A flaw is put to the combination
of rules.

4.1 Definition of flaw
We define three kinds of flaw as follows:
(Type1) Contradiction:
Among two or three rules, the conditional parts are
same, but the classes are different each other.
(Type2) Lack, excess or replacement of condition:
Pick up two rules from the three rules. Seeing from
one rule, there is a conditional clause with an attribute,
which the rule does not use, in the other rule (lack of
condition). Or seeing from one rule, there is no con-
ditional clause with an attribute, which the rule uses,
in the other rule (excess of condition). Or each rule
has a conditional clause whose attribute is not used in
the other rule (replacement of condition). The flaw of
Type2 occurs only when both the rules have at least one
clause whose attribute and attribute value are same.

Table 1: Priority of flaws

Pri- Combination of the three rules Flaw
ority type

1 The conditional parts of the three rules are same,
but there are some rules whose classes are different
from others.

Type1

2 In two rules out of the three rules, the conditional
parts are same, but the classes are different each
other. And there is a lack, excess or replacement
of condition in the remaining rule.

Type1
and
Type2

3 In two rules out of the three rules, the conditional
parts are same, but the classes are different each
other. And there is not a lack, excess or replace-
ment of condition in the remaining rule.

Type1

4 Two rules out of the three rules are same. And
there is a lack, excess or replacement of condition
in the remaining rule.

Type2

5 Two rules out of the three rules are same. And
there is not a lack or excess or replacement of con-
dition in the remaining rule.

Type3

6 There are no rules with the same conditional part.
But there is a pair of rules which have a lack, excess
or replacement of condition each other.

Type2

7 All the three rules have no same clause in the con-
ditional part each other.

(Type3) Lack of rule:
The same rule (Both the conditional part and class are
same) is in two types of knowledge set, but it is not in
the rest of the knowledge set.

4.2 Priority of flaw
For defining the priority of flaw, we consider the follow-
ing three fundamental policies:
(1) Give priority to the flaw which has contradiction.
(2) Give priority to the flaw which has many rules whose
conditional parts are same.
(3) Give priority to the flaw which has rules with a lack,
excess or replacement of condition.

We also think that there is higher importance in the
order of (1)-(3). The reason is as follows. Firstly the
contradiction makes a user, who uses this knowledge,
confused because he/she does not know which rule’s
decision to adopt. Therefore Policy (1) comes first.
Policy (2) considers how many people think the con-
dition important. Policy (3) considers whether or not
the system can provide more concrete suggestion. We
thought that it is easier for the two users to think from
important rules. When the users meet more important
rules which affect broader cases after correcting some
trivial rules, they may have to revise again those cor-
rected rules. Therefore Policy (2) comes before Policy
(3). From the above discussion we define the priority of
flaws as in Table 1. We also show the rules which only
one user has as Priority 7. This is because other users
may consult this rule for acquiring new knowledge.

4.3 Content of question
In our model, the system selects a user to show a ques-
tion based on the correctness of the user’s knowledge.
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Table 2: Contents of questions to the flaws
Flaw Content of question
type
When the conditional parts of the three rules are same
Type1 “Only your decision is different from others.”
Type1 “All the members’ decisions are different each other.”
When two (User A and User B) rules are same
Type3 “Only you do not have this rule.” (to User C)
Type2 (If lack of condition) “Your rule lacks of attribute X.

Your rule may be generalized excessively.” (to User C)
Type2 (If excess of condition) “Only your rule uses attribute

X. Your rule may be specialized excessively.” (to User
C)

Type2 (If replacement of condition) “You considers attribute
X as a critical one. But attribute Y may be a critical
one.” (to User C)

When two (User A and User B) rules’ conditional parts are same
but their classes are different
Type1 “Your decision is different from User B (A).” (to User

A(B))
Type2 (If lack of condition) “Attribute X may not influence

the decision.” (to User A(B))
Type2 (If excess of condition) “There is a possibility that you

cannot make a decision unless you consider attribute
X.” (to User A(B))

Type2 (If replacement of condition) “There is a possibility
that critical attribute is not attribute X but attribute
Y.” (to User A(B))

When no rule’s conditional part is same
Type2 (If lack of condition) “Your rule does not consider at-

tribute X which is used in User A’s rule. Please check
your rules each other.”

Type2 (If excess of condition) “You use attribute X in your
rule. User A does not consider the attribute. Please
check your rules each other.”

Type2 (If replacement of condition) “You consider attribute
X as a critical one. But, User A considers attribute Y
as a critical one. Please check your rules each other.”

This selection is conducted by the majority vote. When
the system selects a rule respectively from the three
kinds of knowledge set, if the two rules are same and
the other rule is different from them, the system sees the
different rule as an incorrect one. The system shows a
question to the owner of the rule (User A) for solving
the flaw. It also notifies the other user (User B) that
the question is shown to User A. If the owner is the
system, it shows a question to both the users.

A question is created according to the type of the flaw
and the combination of the rules which causes the flaw.
We designed the contents of questions as in Table 2.
This table shows the questions when one user’s rule
is not correct. Firstly, we explain the case when the
conditional parts of the three rules are same. In this
case, when two rules’ classes are same and the other
rule’s class is different from them, the system tells the
user whose decision is different that the user’s decision
is different from others. When all the rules’ classes are
different, the system tells all the users that all the users’
decisions are different.

Secondly, we explain the case when only two rules’ con-
ditional parts are same. The question differs between
the case that those two rules’ classes are same and the
case that they are different. When they are same, and if

the flaw is Type3, the system tells the user who does not
have the rule that only the user does not have the rule.
If the flaw is Type2, the system provides a question to
the user whose rule is different from others’ (we call this
user “target user” in this paragraph). The content dif-
fers by lack, excess, or replacement of condition. If the
target user’s rule has a lack of condition to other users’
rules, he/she may generalize the rule excessively. This
means that he/she does not know the missing attribute
influences the decision, or even if he/she knows that,
he/she thinks the attribute is not so critical. If the tar-
get user’s rule has an excess of condition to other users’
rules, he/she may specialize the rule excessively. This
means that he/she considers very rare cases, or thinks
indecisive attributes as critical ones.

When the two rules’ classes are different, this becomes
a flaw (Type1). Firstly the system tells both the users
that their decisions are different each other. If the flaw
is also Type2, the system provides a question based on
the idea that the rule whose conditional part is different
from the other two rules (we call the owner of this rule
“target user” in this paragraph) serves as a useful refer-
ence for revising those two rules. The content differs by
excess, lack, or replacement of condition. If the target
user’s rule has a lack of condition to other users’ rules,
firstly the system tells the target user of that fact. Then
it tells the other users that their extra attribute may
not influence the decision. This is because the decision
becomes difficult due to the consideration of the extra
attribute and in the result their decisions are divided.
If the target user’s rule has an excess of condition to
other users’ rules, the system tells the other users that
their missing attribute may influence the decision. This
is because their decisions may be divided because they
miss the critical attribute.

When the three rules’ conditional parts are different
each other, flaws (Type2) can happen. In this case,
because the system cannot predict whose rule is wrong,
it just tells all the users that their rules include a lack,
excess, or replacement of condition to others’.

4.4 Examples of flaw
Examples of flaw are shown in Figure 3-(a)-(c). The
combination of the three users’ Rule1s is not a flaw be-
cause all the rules are same. The combination of Rule2s
is a flaw (Type1) because the conditional parts of the
three rules are same but only User A’s rule is different
in class. The combination of Rule3s is a flaw (Type3)
because only user A does not have the rule “if (wt,
high) (tide type, middle) then (good catch)”. The com-
bination of Rule4s is a flaw (Type2) (also the case that
two rules are same). In this case, User B and the sys-
tem reach a consensus in that “if (wt, high)(tide, neap)
then (bad catch).” However, User A tries to judge this
case by also considering the bait. In this case, if the
rule of User B and the system is correct, incorporating
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the bait makes the rule overspecialized. The combina-
tion of Rule5s is a flaw (Type2) (also the case that two
rules’ conditional parts are same, but their classes are
different). To the condition (wt, low), UserB’s deci-
sion is “good catch” and the system’s decision is “bad
catch.” User A tries to consider this case including the
attribute “difference of water temperature from the pre-
vious day.” There is a possibility that we cannot judge
only from the water temperature of the day and we
can judge when considering also the difference of water
temperature from the previous day.

5. EVALUATION

5.1 Objective of evaluation and target domain
We think that the followings are major issues for the
evaluation of our model:
(1) Validity of flaw definition and question
(2) Validity of flaw priority
(3) Performance of each user’s knowledge EC

We conducted this evaluation by asking real experts to
use our system for real problems. Due to the space lim-
itation of the paper, we show the result of Issue (1) and
Issue (3). To Issue (2), we confirmed its validity from
the order of the users’ rule modification and the an-
swers to the questionnaire about the usefulness of the
flaw order. For Issue (1), we counted the number of
flaws which were left after the experiment, and asked
the users the reason they had not modified the rules for
each left flaw. For Issue (3), we conducted two kinds
of experiment: an experiment in which the users used
the system with the flaw detection and an experiment
in which the users used the system without the flaw
detection. We checked the number of modifications of
the rules and the improvement of the rules’ quality. Fi-
nally, we analyzed the content of the discussion during
the knowledge EC for acquiring the further findings. In
our research, we conducted the experiment in the do-
main of fishing because it is one of the typical domains
in which experts need to conduct knowledge EC. Among
many types of fishing, we target gure-fishing (“gure” is
a a name of fish in Japanese. It is called “girella” in
English.) around Akashi channel in Japan.

5.2 Experimental method
The knowledge acquired in this experiment is whether
we can get good catch or bad catch under a specific
condition of weather and bait. Attributes and attribute
values were set as in Figure 2. Class is either “good
catch” or “bad catch.” The range of the attribute values
were set by considering the real weather data recorded
for one year. We obtained the weather data from Hyogo
Fisheries Technology Institute and Kobe City Fishing
Park. Six anglers whose skills were almost same pro-
vided 66 cases as fishing results. After the inductive
learning, 19 rules were created.

Table 3: The number of left flaws out of the
detected flaws and the solution ratio

Flaw Pair 1 Pair 2 Pair 3 All pairs solution
type ratio(%)

1 0/0 0/2 0/1 0/3 100
2 0/55 1/63 0/33 1/151 99.3
3 0/38 4/29 0/26 4/93 95.7
IR 7/50 3/57 0/33 10/140 92.9

IR:Independent rule

12 experts including an editor of a commercial fishing
magazine and a champion of the all-Japan gure-fishing
tournament participated in this experiment. Two users
who are in the same room discuss the issues in real time
for knowledge EC. Flaws and questions are displayed
in their own PCs. Two PCs share rules through the
network. We made six pairs from 12 users. Three pairs
used the system with the flaw detection. The other
three pairs used the system without the flaw detection.

5.3 Validity of flaw definition and question
Table 3 shows the number of the detected flaws and that
of the left flaws without rule modifications in each type
of flaw including the rules only one user independently
has. We also show the ratio of solving the flaws (solution
ratio) in Table 3. From this table, we can see that the
ratio of the left flaw is less than 5%. We asked the users
to select a reason that they did not solve the flaw from
the following options. It is asked in each unsolved flaw.
We also show the number of answers bellows.
(1) I did not modify the rule because the difference of
condition or decision is not so important. (0 times)
(2) It was a trouble to modify the rule. (0 times)
(3) I forgot to modify the rule. (0 times)
(4) We did not modify the rule because our opinions are
different. (3 times)
(5) It is difficult to judge by myself. (19 times)
(6) I think the system’s question is wrong and this flaw
should be left. (0 times)
(7) Other. (8 times)

All the reasons the users selected “Other” are “Our
rules are same, but we were not confident to keep the
rule for the group.” From the results of the question-
naire, we can see that all the reasons are caused by the
content of the rules and not caused by the definition of
flaw or the contents of the system’s questions. From the
results of the above two kinds of evaluation, we think
that the definition of flaw and the contents of questions
for solving them is valid. We also notice from these re-
sults that the rules which only one user has are left and
the most of the above reasons are that the users were
not confident to keep the rule for the group. We can
see that the users used the function of separately stor-
ing the knowledge which are public for the group and
the knowledge which are personal only for the user.
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Table 4: The number of rule operations.
(a) With the flaw detection

User User User User User User
1 2 3 4 5 6

change 4 3 13 2 2 7
deletion 3 7 11 11 4 0
addition 14 18 20 12 25 24

(b) Without the flaw detection

User User User User User User
7 8 9 10 11 12

change 0 2 0 4 1 2
deletion 1 0 20 5 1 5
addition 6 0 7 1 0 2

Table 5: Precision of rules created by each user
User User User User User User

1 3 5 7 9 11
before 0.54 0.43 0.43 0.46 — 0.54
after 0.65 0.71 0.54 0.50 0.54 0.61

5.4 Effectiveness of knowledge EC
The number of times of rule change, deletion and addi-
tion are shown in Table 4. We can see that the number
of rule operations is larger in the case with the flaw
detection than in the case without the flaw detection.
This means that the system provided more clues for
acquiring or improving knowledge to the users. How-
ever, we cannot judge whether the users could improve
their knowledge by using the system with the flaw de-
tection. If we want to know this, we have to use both
the knowledge (the rules before using the system and
the rules after using the system) in real situations.

For this evaluation, we asked one expert of gure fishing
to go fishing for two years and give us the fishing results.
We used these fishing results as test data for evaluating
the quality of the rules. There are 14 “good catch”
days and 17 “bad catch” days. We deleted randomly
three days from 17 “bad catch” days. Thus, we used
14 “good catch” days and 14 “bad catch” days as test
data. We used the rules of User 1, 3, 5, 7, 9 and 11.
We applied the rules before using the system and the
rules after using the system to the above test data. We
compared the matched rule’s class with the real case’s
class in each day.

The precision is shown in Table 5. We can see that the
precision has become higher for every user (except User
9). User 9 firstly could not understand the difference
between rules and cases and wrote many incomplete
rules. We cannot calculate the precision before using
the system because there are cases which do not match
any rule. We can also see that the improvement of pre-
cision is higher for User 1, 3 and 5 than for User 7 and
11. The precision after using the system of User 1, 3
and 5 tends to be higher than that of User 7, 9 and 11.
We can say that the users who used the system with the

Table 6: The number of rule operations by the
discussion type

Pair 1 Pair 2 Pair 3
Discussion User User User User User User
pattern 1 2 3 4 5 6

1 15 19 19 13 23 25
2 2 5 11 2 3 2
3 0 1 6 0 0 0
4 0 0 0 0 8 0
5 1 3 7 7 4 3

flaw detection could improve the quality of the knowl-
edge better than the users who used the system without
the flaw detection. The quality of the final knowledge
of the users with the flaw detection also became better
than that of the users without the flaw detection.

From the results of the two experiments in this subsec-
tion, we can see that the proposed method activated
the users’ discussions, and in the result they tried to
improve their knowledge more times, and finally the
quality of the knowledge became better.

5.5 Analysis of discussions
In this subsection, we analyze the users’ discussions for
acquiring further findings. We found that discussions
when users modify their rules are categorized as follows:
Pattern 1: The users notice the error of the rules by
discussing each other.
Pattern 2: The user does not have the experience, but
he/she understands the other user’s explanation.
Pattern 3: The user does not understand the other
user’s explanation, but he/she has confidence with the
other user and modifies his/her rule.
Pattern 4: The users disagree with each other, but one
user gives in and modifies his/her rule.
Pattern 5: The user reconsiders the rule and modifies
it by himself/herself.

We analyzed the video of the discussions, and catego-
rized all the discussions when modifying the rule ac-
cording to the above five patterns. Table 6 shows the
result. The human relationships of the pairs are as fol-
lows. In Pair 1, they met for the first time. User 1
has more advanced skills than User 2. In Pair 2, their
relationship is the master and pupil. User 3 is a pupil
and User 4 is a master. In Pair 3, they are friends and
their skills are almost same.

From Pattern 2 in Table 6, we can see the difference
of the users’ skills. In Pair 1 and Pair 2, the number
of times of modifying rules differs between the users.
From Pattern 3 in Table 6, we can see the influence of
the relationship of the master and pupil. User 3 modi-
fied the rules many times even if he did not understand
the other’s explanation. In Pair 3, User 6 tried to find a
reason to each rule learned from cases and explained it

157



to the other. But his explanation sometimes seemed like
a stretch. We found many scenes where User 5 got con-
fused. User 5 is more reserved on discussions than User
6. This is why Pattern 4 occurred for User 5. From this
result, we can see that the performance of the knowl-
edge EC is influenced by the members’ relationships like
confidence and the members’ personalities. We have to
carefully select members for the knowledge EC or show
a guideline for the discussion to the members.

6. SUMMARY AND FUTURE WORKS
In this research, we proposed a model which supports
two users’ discussion for externalizing tacit knowledge
and combining the expressed knowledge for SECI model.
In our model, the computer creates knowledge by in-
ductive learning of cases and detects flaws among this
knowledge and the two kinds of knowledge expressed
by the two users respectively. It provides a question
for solving the flaw to the appropriate user. The two
users do a discussion in real-time from this question.
We applied our model to the knowledge management
in the gure-fishing domain. We asked some gure-fishing
experts to do a discussion by using this system. From
the result, we can see that the users tried to improve
the knowledge more by using our system. We also see
that the the knowledge improved by the system works
better for the real situation. The current problem of our
model is that the knowledge representation in the model
is only if-then rule. The future work of this model is to
extending other types of representation by introducing
basic natural language processing techniques.
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