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~ Abstract—In many shopping sites such as Amazon.com it descriptions of the start of the story are useful for users.
is possible to view and write reviews of items (products and By contrast, users usually want to enjoy the ending of the
content). Reviews of items including stories, such as novels, story by reading/watching the items. Therefore, descriptions

movies, and comics, include reviewers’ opinions. Often, these f th di f the st di int
reviews also include descriptions of the story. In some cases, of the ending of the story may disappoint users.

these descriptions may spoil later reader’s or viewer's enjoy- In this study, we use a story document which records the
ment and excitement. Hereinafter, we call these descriptions entire story of the item and examine the locations of spoilers
spoilers. Spoilers may be related to the position in the story i the story document. A story document is an entire body
line. In this study we use story documents. Story documents text of the item when it is a novel. A text abstract that

are documents that record all of the details of the given story. d b h . Iso b d
Using the story documents, we investigate the location to which describes the entire story can also be a story document for

the content of the spoilers correspond in the story documents. Other domains (comics and movies). We hypothesized that
Based on the result of the investigation, we consider how to spoilers occur in the latter half of the story document. To

detect spoilers in reviewers’ comments. test this hypothesis, we investigate the positions of words
Keywordscomponent; formatting; style; styling; related to spoilers in the text of the story document. Note
that whether a given user regards descriptions as spoilers
. INTRODUCTION is different from person to person. In our investigation,

In recent years, people have been allowed write theiwe specifically address spoilers that most users regard as
opinions for items (products and content) on the Webserious. For this investigation, we target Japanese novels for
(generally on online shopping sites or price-comparisorthe domain and make a dataset of the words (in Japanese)
sites). Generally, reviews written by reviewers who haverelated to spoilers (hereinafter, the spoiler-words dataset).
read/watched the items are useful information for users wha@dditionally, in this study, the story documents are the
have not read/watched the items. However, reviews of itemgaovels we described above.
containing a story, such as novels, movies, and comics, Finally, based on the result of our investigation, we
might also include descriptions of the story elements. Someagttempt to detect spoilers in review comments. The detection
of these descriptions might refer to the ending of the storymethod might be a rule based approach or use machine
or contain details of the storyline (e.g., in a mystery novel,learning algorithms. However, in this study, we detect words
revealing the name of criminal or revealing how the trick that occur with high frequency in the latter half of the story
is done). When people read novels or watch movies, thegocument in review comments. If those words are included
usually enjoy imagining what will happen in the next partin a review comment, we consider the comment includes
of the story [1], [2]. Therefore, these descriptions mightspoilers. We manually check whether the detected review
disappoint people, because they remove some of the fusomments include actual spoilers.
people derive from the content [3]. Hereinafter, we call these The remainder of this paper is organized as follows. First,
descriptions spoilers. we introduce several related studies. Then, we describe how

It is useful for users that a system automatically detectgye created the spoiler-words dataset. Next, we introduce
spoilers from review comments. A review comment is a unitthe investigation method and the results of the investigation.
of submission, one user gives comments to one item in affhen, we provide some discussion of the feasibility of

online shopping sites or price-comparison sites. Recentlygpoiler detection. Finally, we present some conclusions and
there was a study into detecting review comments includinguggestions for future work.

descriptions of the story [4] and a study into detecting

sentences including descriptions of a story from review Il. RELATED WORK

comments [5]. However, not all descriptions of the story

will disappoint users. Official website for the items and In this section, we introduce several studies that detect plot
introduction pages at the shopping sites usually refer to thelements (i.e., descriptions of the story) or spoilers regarding
start (preface) of the story, which can interest users. Thughe story in review comments, and several studies that detect



. . . Table |
spoilers regarding the result of sporting or other events from NOVELS USED IN THIS STUDY

articles on social media.

author name title text

A. Detecting plot points or spoilers in review comments . | Auhur Conan Doyle| The Red-Headed League | 48KB

SFud|es c_)f reviews on the !n_ternet have_ been W|_dely item 2 Keikichi Osaka | The Hangman of the Depart 55,

carried out in the field of text mining [6]. Studies of review ment Store _
. . . . . I The Night of the Milky Way

comments for items including stories are the most closely item 3 | Kenji Miyazawa | L. 84KB
reIatec_J to our study._ Recent years hav_e seen studies of spoilef -, | g, ceki Natsume Kokoro 366KB
detection or plot point detection in review comments. Guo et The Murders in the Rud
al. detect plot points using latent Dirichlet allocation (LDA) item5 | Edgar Allan Poe | ;000 76KB
[4]. Iwai .et al. proposeq a system jgdglng wheth.er a sentgnc?he fitle is translated in English
in a review comment is a plot point or not using machine
learning algorithms [5]. The above studies detect plot points,
not spoilers. Plot points contain both useful information anda_ Policy of investigation

spoilers. We do not detect plot points; rather, we detect ) ) ) ) ]
spoilers that upset users. We collect spoilers to investigate where spoilers occur in

Boyd-Graber et al. collected short sentences describing1e _story. document, Becaus.e the degree of unpleasar_nly by
the story from TV Tropeg, in which reviewers can deter- .p0|Iers IS as§umed to be different for each uSer, We Inves-
mine whether the sentences are spoilers or not, and judgé@ate the spoilers most people regard as SEerious. There]‘ore,
whether the sentences contain spoiler words or not usin € hayg asked several eva_luators to describe the spoilers.
machine learning algorithms [7]. Their method uses word a_dd|t|on, the evaluators give the_ degr_ee of _sp0|ler_for all
and sentence structures from review comments. By contras‘?.’po'Iers that the evaluators described, including their own.

using story documents, we attempt to determine where thghis indicates.how.serious the spoiler is to the users. .It is
descriptions (word unit) in the review comments occur in"€cessary to identify where the content of the described

the story document and use the result for spoiler detectioriSpOIIerS occurs in the stqry dgcument. 'Howe.:ver, the text
that evaluators have described is written in their own words.

Thus, it is difficult to identify the position based on an

exact match of the text with a sentence unit. Therefore, we
Some studies target social networking services (SNSskgxtract words necessary to express the content of spoilers

rather than review sites. Klein et al. proposed a system thdtom sentences that the evaluators have described. We call

records how many episodes of items each user watches/reatlfés set of words the spoiler-words dataset.

(the degree of watching/reading progress) and gives a user There exist various kinds of items that include a story

a warning that the users whose degree of watching/readin@.g., novels, movies, and comics). In this study, we target

progress is faster than the target user might give spoilerdapanese novels from AozorabunkoThe reason for this

in their posts [8]. In addition to items included in a story, choice is that the entire text of items is available. In this

some studies detect spoilers for events in the real worldstudy, we chose five items from Aozorabunko (see table ).

Golbeck detects the result of sports matches as spoilers froifhe line on the right-hand side of Table | is the amount of

Twitter timelines [9]. Nakamura et al. detect the result oftext (in kB) at the time of downloading.

sports matches as spoilers, considering the time when the

real world event opens and whether users view the event d¢. Making procedure of dataset

not [10]. These studies target the result of sporting events. we had six Japanese evaluators (three men, three women,
However, we intend to detect spoilers of the content ofyith an average age of 19.5 years old) cooperate on collect-
stories. ing spoilers. Evaluators read five novels, which are shown
in Table | and listed spoilers for the items in a short

[1l. CREATING A SPOILERWORDS DATASET sentence in Japanese. We defined spoilers as “content that

In thi d . . h i ) disappoints people who have not read the novel by revealing
n this stu 1y, We myestlga_lte oW Sporiers occur in a St.oryinformation“, and explain this definition to the evaluators.
document. First, in this section, we show a policy for making

a sp?ner-wordsddata?t. 'llihen, WehShO\t'\r’] thehconcietg t(_jatasﬁ spoilers that they have described, including their own.
creation procedure. Finally, we show the characteristics Ol degree of spoiler is rated on a five-point scale (1: small

the.sp0|lers that evaluators have described to create thE,epoiler, 5: large spoiler). Because we target spoilers that most
spoiler-words dataset.

B. Detecting spoilers from an article on social media

Then, we ask the evaluators to determine the degree of

2At this website, the text of literary works that are out of copyright.
Ihttp://tvtropes.org/pmwiki/pmwiki.php/Main/HomePage http://www.aozora.gr.jp/



Table I
THE NUMBER OF DESCRIBED SENTENCES ABOUT THE SPOILERS

user 1| user 2| user 3| user 4| user 5| user 6| ALL
item 1 (The Red-Headed League) 15 12 17 6 11 11 72
item 2 (The Hangman of the Department Store) 18 7 18 12 9 17 81
item 3 (The Night of the Milky Way Train) 34 19 31 17 7 14 122
item 4 (Kokoro) 44 19 91 14 17 22 | 207
item 5 (The Murders in the Rue Morgue) 15 17 29 11 13 13 98
ALL 126 74 186 60 57 77 | 580
mean of the number of the letters per one sentence 55.3 25.1 46.5 23.2 27.2 28.2
. Table Il
people regard as serious, we use only those sentences whose THE DEGREE OF SPOILERS ANDCC VALUES
degree of spoiler is greater than 3 by majority vote (for more
than three evaluators). first second
Finally, we extract the words necessary to express the . "°an| vanance  mean  varance ICC (16011)
content of the spoilers from the spoilers described above. | er2| 302 164 | 286 1.70 710
Therefore, we had another five Japanese evaluators (five user3| 3.58 1.72| 3.33 1.49 713
men, average age of 22.6 years old) participate. We showed 322?5‘ g-gg gﬂ ggi %-ig -;gg
the_ spoilers, in sentence units, to evaluators. A sentence_is user 6| 3.14 199 | 279 291 692
divided into several phrases. The evaluators choose the min- ~ALL 311 199 | 3.08 1.85 708

imal phrases necessary to express the content of the shown
sentences. The evaluators do not read the target novels. In

this task, because evaluators should pay attention only 1oy estigation. ICC can compute intra-rater reliability [ICC

the meaning of the sentences, we believed that they couly 1)) "one evaluator evaluating several times, and inter-rater
perform, regardless of whether they know the items Conte“treliability [ICC (2, 1)] (some evaluators evaluated only one

We use CaboChﬁ, a Japanese dependency analyzer, 1Qime) We use ICC (1, 1) in this investigation. We show the
divide a sentence into phrases. We collect the phrases chosggy es of ICC (1, 1) in Table Iil. In Table Ill, we also show
by the majority of evaluators (for more than two evaluators).the average and variance of the first and second evaluation

Then, we perform morphological analysis on the collectedqyes. Landis et al. said that if the ICC value is 0.6-0.8, it
phrases and extract substantive information. Specifically, wg; significant [12]. Because the ICC (1, 1) values in Table
extracted nouns, verbs, adjectives, and adverbs. This set f 516 0.601-0.795, we believe that the first evaluations of
words constituted our spoiler-words dataset. Additionally,the evaluators agree with the second evaluations.

we changed the character name to a unified character name -
) ) : 3) Reliability among evaluatorsWe show the number
that we defined and changed all words into their base forms. - y i
of sentences that each evaluator describedi{“sentences

C. Characteristics of the Dataset in Table IV) and the number of sentences whose degree

of spoiler is greater than 3 by majority vote (of more

th 1) Tent()jenc¥ to atnswer otLtr:etﬁvalgatoﬁ]blet . SZOWS 'bt an three evaluators) {“target sentences” in Table 1V).

€ number of sentences hat the six evalualors descriogd ., rapje IV, nearly one quarter df all sentences are
and the mean number of letters per sentence. The avera%

e o

. . target sentences. In addition, we check the agreement

of the number of sentences that they descrlbe_zd Is 96.6. F bout the degree of spoiler among all of the evaluators for
all evaluators, the larger the amount of text in the novel

(see Table 1), the larger the descriptions. In addition, fo?he same sentence using ICC (2, 1), which indicates the

i inter-rater reliability. As a result, ICC (2, 1) became .591.
evaluators who provided longer than average sentences, th%ﬁe study in [12] indicates that this value corresponds to

described the entire story comprehensively, and thus, th%oderate agreement. Thus, there exist some differences in
IenzgthRo? eg/$ry sef\ntﬁnce t?ndEd t.c% be longer. h i the judgment of how serious the content of the sentences is;
) Reliability of the evaluators:To measure the relia- however, general agreement among evaluators is achieved.

bility of each evaluator's spoiler, we waited six months, 2 Th b dch istics of th d words:
then had the evaluators determine the degree of spoilers ) The number and characteristics of the extracted words:

again for the same sentences that each evaluator describd@Ple IV shows the number" ‘_)f words extrac_ted by f_|ve
evaluators (f extracted words” in Table 1V). This value is

In an evaluation of the first and the second evaluations b ¢ ds ch b h :
we checked whether an evaluation value changed. We u Qe number of words chosen by more than two evaluators.
98.2% of the extracted words are nouns and verbs (see

Ebel’s intraclass correlation coefficient (ICC) [11] for this
(ccy it the numbers in brackets in Table IV). Therefore, after the

Shttp://taku910.github.io/cabocha/ investigation, we limit the words to nouns and verbs.



Table IV Table V
THE NUMBER OF SENTENCES DESCRIBED BY EVALUATORSSENTENCES THE NUMBER OF WORDS AND PROPORTION OF THE TARGET PATTERN IN
WHOSE DEGREE OF SPOILER IS GREATER THAR BY MAJORITY VOTE THE STORY DOCUMENTS
(MORE THAN THREE EVALUATORS), AND EXTRACTED WORDS

§ words | % words fitting target pattern

f all sentences| f target sentence$ f extracted words item 1 1702 0.162
item 1 73 25 24 (24) item 2 1084 0.145
item 2 81 24 33 (33) item 3 1637 0.138
item 3 122 25 35 (35) item 4 4629 0.175
item 4 207 43 64 (63) item 5 1884 0.171
item 5 98 24 69 (66)
ALL 581 141 225 (221)

Table VI

THE NUMBER OF WORDS AND PROPORTION OF THE TARGET PATTERN IN

IV. THE INVESTIGATION METHOD AND THE RESULTS THE SPOILERWORDS DATASET

In this section, first, we describe our investigation method. et ¢ WOVdSé c’; % words fitting target pg.t(tsesrn
Then, we show the results indicating how the words in the item 2 26 0.461
spoiler-words dataset are distributed in the story document. item 3 25 0.44

item 4 58 0.534
A. Proposed investigation method item 5 51 0.411

We present a method that analyzes word occurrenc*the number of words that occur in the story document in the spoiler-words
. ataset
patterns (where the words occur in the story documents).
We divide a story document, based on its number of letters,
into several segments (hereinafter, we call each segment
a part), and calculate a word's occurrence proportion (theccurrence pattern in which the words are equally distributed

number of occurrences of a word in each part, divided byfrom the first part to the final part in the story document).
the number of occurrences of a word in the entire story) _. o .

. First, we perform quantitative analysis based on Table V
for every word. Then, we sequentially add the occurrence

. . : : and Table VI. For all items, the proportion of words fitting
proportion from the first part to the final part (for all eight . .
. the target pattern in the story documents is lower than 0.2.
parts) for every word (hereinafter, we call the sum of the

. : .~ By contrast, the proportion of words fitting the target pattern
occurrence proportion a cumulative occurrence proportion)

In this investigation, we divide a story document into eightm the spoiler-words dataset is higher than 0.4 for all items:

; most of them are 0.4-0.7. Therefore, descriptions of the
parts. We target the occurrence pattern with an occurrence

proportion that is larger in the latter half than in the first :p:)org/ers use words occurring toward the latter half of the
half and whose cumulative occurrence proportion becomes ~ °°

1.0 just for the final part (the eighth part) (hereinafter, we Then, we perform qualitative analysis. Some words in
call this occurrence pattern the target pattern). We define e spoiler-words dataset are character names or an unusual
target pattern because of our hypothesis that content of th&ord (a word that occurs only in one story). However, these
spoilers is inclined toward the latter half of the story (evenwords do not always occur toward the latter half of the

occurring in the final scene). story. For example, in The Red-Headed League (item 1),
) o the word “The Red-Headed League (the lower left in Figure
B. Results of the investigation 1) occurs from beginning to end. Although some character

To determine where the words related to spoilers occunames such as “Duncan Ross (the lower left in Figure 1)”
in the story document, we compare the proportion of wordsand “Spaulding (the lower right in Figure 1 )" are in the
fitting the target pattern (words whose occurrence patterspoiler-words dataset, they rarely occur in the latter half of
fits the target pattern) for the spoiler-words dataset and thtéhe story. Contrary to expectations, the distribution of words
proportion of words fitting target pattern for all words in that might occur throughout the story, such as the stage of
the story document. Table V shows the number of wordghe story or the group name, are not in the latter half of
extracted from the story document and the proportion othe story. In addition, the mysterious words in the first half
words fitting the target pattern. Table VI shows the numberof the story have a similar distribution. By contrast, certain
of words that occur in the story document in the spoiler-words (excluding character names and unusual words) occur
words dataset and proportion of words fitting the targettoward the latter half of the story. For example, “clerk (the
pattern. In addition, Figure 1 shows the distribution of wordsupper right in Figure 1)” and “bank (the lower left in Figure
in the spoiler-word dataset as an example of “The Red4)” are the key of the demystification in The Red-Headed
Headed League (item 1)”, and we perform qualitative analieague. Thus, general words related to spoilers may occur
ysis. Figure 1 shows 24 words in the spoiler-words datasen the latter half of the story document (which are included
divided into 4 graphs; additionally, it shows a baseline (thein spoiler-words dataset).
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(e.g. a body of novels, a text of the abstract)
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review sentences including latter-biased words

Figure 2.  Workflow of our proposed method.
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the procedure of our proposed method detecting spoilers
from review comments. Using story documents, this method
can extract review sentences including latter-biased words,
witch may related to the item’s spoilers. Important point of
our method is that it may be possible to detect only spoilers,
which disappoint users.

We collect the review comments from the Japanese online
review site Booklog*. On this site, when reviewers con-
tribute their reviews, they can attach labels as to whether
the review contains spoilers. We explain the result using an
example from “The Murders in the Rue Morgue (item 5)”
(see “review comment 1" and “review comment 2" below,
which are translated in English). Words fitting the target
pattern are underlined. Review comment 1 has a label of
spoiler. Although we detect important keywords such as
“animal” and “window”, we also detect general words such
as “think” and “ image”, which are not important. Review
comment 2 does not have the label of spoiler, despite it
having many words fitting the target pattern. For example,
“technique” and “reaching”. However, in review comment
2, certain phrases are used, such as “closer to a prohibited

In this section, we propose a method of detecting spoilergechnique (as story construction of novels)” and “reaching a
from review comments, and consider the review comments

that include words fitting the target pattern. Figure 2 shows “nttp://booklog.jp/
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V1. CONCLUSION

In this study, we proposed a method of detecting spoiler$s] Klein, D. and Jackson D.: Processing content spoilers, U.S.
from review comments written about items including story.  Patent Application 20140101244 (2014-4-10).
Using story dpcuments, \.Ne Investlgat.e where the WordTQ] Golbeck, J.: The Twitter mute button: A web filtering chal-
_relateq to spoﬂers occur in the story line. As a result of lenge,Proc. of CHI "12 pp. 2755-2758 (2012).
investigating spoilers in story documents, words related to
spoilers tend to occur toward the latter half of the story[10] Nakamura, S. and Komatsu, T.: Temporal filtering system to
documents. In addition, we detect words that occur toward reduce the risk of spoiling a user's enjoymeRtoc. of Ul
the latter half of the story documents from the review 07 PP. 345-348 (2007).

Comments_ and perfo_rm qualitative analysis on how the Wordfll] Shrout, P.E. and Fleiss, J.L.: Intraclass correlations: Uses in
are used in the review comments. Although the proposed assessing rater reliabilitfpsychological Bulletin 86pp.420—
method cannot support words that are not directly used in 428 (1979).

the story documents, it may be possible to detect spoilers
if reviewers describe spoilers using words that occur in thd12]
story document. On the other hand, our target language is
Japanese and target domain is novel. Therefore, our results
may not be represented in other language and among other
domain such as comic or movie. This may need to be
examined.

Future work aims to perform an experiment to analyze
guantitatively how our proposed method is useful when a
user watches a review comment. In addition, we plan to
detect words that are not directly used in the story document
and improve the precision of the detection of spoilers.

Landis, J.R. and Koch G.G.: The measurement of observer
agreement for categorical data, Biometrics, pp.159-174 (1977).



