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ABSTRACT

Impression management on social networking sites is becoming more important as people live in an increasingly
connected world where they must initialize, develop, and maintain relationships with others online. Previous
studies have shown that people form impressions differently depending on their relationship with their audience.
However, few studies have focused on the longitudinal aspect of how people manage their impressions by controlling
their expressions over time according to the audience. In this study, we investigated temporal changes in textual
expressions (e.g., neurotic words) and then analyzed how such changes were related to a person’s audience size
(i.e., followers), density (i.e., mutual connections), and feedback (e.g., Likes). An analysis of 5 million posts
collected from 1.6 thousand Twitter users over a period of 2.5 years revealed that users who had developed more
mutual connections with their audience tended to use more neurotic and conscientious expressions. Meanwhile,
users who received more Likes from their audience wrote fewer neurotic or conscientious expressions. Our findings
indicate that Twitter users gradually adjust their use of expressions through their interactions with audiences,
which may ultimately change the impressions that others have of them.
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1 INTRODUCTION1

It is challenging for people in online spaces to adequately en-2

gage in impression management, which is the act of presenting3

oneself in a certain way to portray a desired image to the au-4

dience (Goffman, 1959). When managing impressions, people5

seek to gain benefits (e.g., gaining romantic partners on online6

dating sites (Zytko et al., 2014b; Kapidzic, 2013) or making7

connections with friends on social networking sites (SNSs) (El-8

lison et al., 2007)) and to avoid risks (e.g., losing a job (Wang9

et al., 2011) or privacy (Gross et al., 2005)) at the same time.10

Understanding how people form and maintain impressions on11

existing SNSs can provide insights for designing online plat-12

forms that allow people to better balance these benefits and13

risks.14

Previous research on online impression management has re-15

vealed that people engage in different self-presentation strate-16

gies depending on their audiences. For example, when SNS17

users have a large audience, they tend to create more wall18

posts to maintain relationships with others (Rui and Stefanone,19

2013) or share useful information to increase their visibility20

(Marwick and Boyd, 2011; Naaman et al., 2010). If SNS users21

have a denser network with their audiences, they often express22

feelings of negative self-worth (e.g., “feeling unloved”) to obtain23

supportive comments from their friends (Burke and Develin,24

2016). Moreover, when SNS users receive comments soon after25

aThe author is currently working at NTT Corp., Japan.

joining an SNS, they tend to create many posts (Burke et al., 26

2009). These findings show that the expressions that people 27

use on SNSs are influenced by the size and density of their au- 28

dience and the feedback they receive from them, which suggests 29

that such changes in expressions may change the impressions 30

that the audience has of the user. 31

However, most of these findings were derived from snap- 32

shot data collected at a specific time. Therefore, little is known 33

about temporal change of users’ expressions. In other words, 34

we still lack an understanding of how people change their ex- 35

pressions and manage their impressions over time in response 36

to changes in their audience size, density, and feedback. To de- 37

sign a sustainable social networking platform that helps people 38

better manage their online impressions, it is important to gain 39

a better understanding of how people engage in online impres- 40

sion management over a longer time frame. 41

Thus, we decided to explore the following research ques- 42

tion: “How do SNS users manage their impressions 43

by controlling their expressions over time according to 44

changes in the size and density of their audiences and 45

the feedback from the audiences?” By addressing this re- 46

search question, we aim to obtain novel insights into the longi- 47

tudinal aspects of online impression management. 48

To explore our research question, we studied 5 million 49

Twitter posts collected from 1.6 thousand Twitter users that 50

had been posted over 2.5 years. Using the collected data, we 51

examined Twitter user changes in their use of expressions to 52
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Figure 1: A diagram of impression management through interac-
tions with audiences. (1) Users post a tweet, (2) audiences view
the tweet, (3) audiences respond to the tweet, (4) users receive
the responses, and (5) users post another tweet. Users manage
their own impressions through the cycle of posting tweets while
receiving responses from their audiences. A users’ impression is
personal characters that are formed from his/her tweets, which we
call tweet-based personality.

see how they managed their impressions in association with53

changes in size and density of their audiences, and feedback54

from their audiences.55

Based on literature reviews of online and offline impres-56

sion management (Goffman, 1959; Marwick and Boyd, 2011),57

we developed a conceptual framework of impression manage-58

ment on Twitter (Figure 1). In the framework, we assumed59

that Twitter users manage their online impressions by creating60

posts while receiving signals of how audiences respond to their61

posts. In this study, we defined a user’s impression as their62

provisional personality, a definition, which has been used in63

previous research (Vazire and Gosling, 2004) to verify whether64

impressions are conveyed to others. We also assumed that a65

provisional personality was created and inferred from the tex-66

tual expressions in the user’s posts. This is because online im-67

pressions are mainly formed from the users’ content (Gosling68

et al., 2011). We focused on the provisional personality pro-69

jected in tweets, which we hereafter refer to as the tweet-based70

personality.71

To observe users’ tweet-based personalities, we followed72

the Five-Factor Model (McCrae and Costa, 1987). We mea-73

sured this personality from expressions in Twitter posts using74

a computational personality prediction technique (IBM, 201775

(visited)). This prediction technique enabled us to analyze how76

users, regardless of their intent, expressed their personalities in77

their posts, and how these presentations were likely to be per-78

ceived by their audiences.79

To measure the size and density of audiences, we used the80

number of followers and the ratio of mutual-following users,81

respectively. To quantify the feedback users receive from au-82

diences, we focused on the number of replies, retweets, and83

Likes.84

Using these measures, we identified two tweet-based per-85

sonalities for each user: one for the past and one for the present86

(i.e., at the point of data collection). Tweet-based personality87

for the past was calculated from their tweet content posted ap-88

proximately 2.5 years ago, which was one month after they89

started using Twitter, and their tweet-based personality at90

present was calculated from their tweet content posted at the 91

point of our data collection. We then observed the within-user 92

changes in the tweet-based personality from the past to the 93

present and analyzed how the changes were associated with 94

their audience size, density, and feedback. 95

Our primary results demonstrated that users with more 96

mutual connections with their audiences were more likely to 97

use neurotic or conscientious expressions, whereas users who 98

received more Likes from their audiences had the opposite 99

trend in their use of neurotic and conscientious languages. We 100

also found that the users with more mutual connections tended 101

to use more extraverted and agreeable expressions, which are 102

characteristics associated with a sociable personality. To the 103

best of our knowledge, this is the first study to quantitatively 104

investigate online impression management in the long term. 105

Our findings provide insights for developing impression man- 106

agement tools that provide users with feedback about their 107

expressed personality. 108

2 RELATED WORK 109

2.1 Impression Management in Online Environments 110

Researchers have found that people engage in impression man- 111

agement in online (Dominick, 1999; Zytko et al., 2014a; Zhao 112

et al., 2013) and offline settings (Goffman, 1959; Braginsky et 113

al., 1966). In both settings, the purpose of managing impres- 114

sions is to portray a particular, desired image to other people 115

(Goffman, 1959). However, the means of managing impres- 116

sions in online settings is usually different from that in offline 117

settings. This is because the environmental features of online 118

settings differ from those of offline settings, which affects online 119

impression management. 120

Some features of the online environment facilitate online 121

impression management. For example, anonymity allows peo- 122

ple to exaggerate their status when managing impressions. One 123

specific example is that on online dating sites, men are more 124

likely to exaggerate their height, whereas women are more 125

likely to report their weight as lower than it is (Hancock et al., 126

2007). Furthermore, SNS users selectively share their profile 127

photos so that others see them as attractive (Deeb-swihart et 128

al., 2017; Kapidzic, 2013). As such, anonymity provides users 129

with a greater chance of presenting themselves differently than 130

how they are. 131

Another facilitatory feature of SNSs is asynchronicity. This 132

feature enables people to edit the information that is trans- 133

ferred to others for an almost unlimited time (Walther, 2007) 134

to find the optimal way of presenting themselves (Sunnafrank, 135

1986). On online dating sites, users often take care of small 136

cues such as misspellings or the length of their messages be- 137

cause they aim to be perceived as educated or deliberate (El- 138

lison et al., 2006). SNS users edit their messages even after 139

making posts when they care about those who can see the 140

posts (Wang et al., 2014). In the online asynchronous environ- 141

ment, users can manage their impressions more carefully and 142

politely than they can in in-person, offline environments. 143

In contrast to anonymity and asynchronicity, the audience 144

can be a restrictive feature for online impression management. 145

This is because online audiences are more diverse than offline 146



Toward Understanding Online Impression Management: How Twitter Users Control Textual Expressions Over Time 3

audiences, and they range from close friends to strangers (Litt147

and Hargittai, 2016; Vitak, 2012). Thus, when managing im-148

pressions by making posts that are publicly shared with such149

audiences, it is difficult for users to meet the standards of all150

audience members at once (Binder et al., 2009; Sleeper et al.,151

2013). To overcome this difficulty, users take several strategies152

for managing impressions. For example, some users abstain153

from self-expression to meet the strictest standards of their au-154

dience (Marwick and Boyd, 2011) by removing undesired con-155

tent (Lampinen et al., 2009; Lang and Barton, 2015; Sleeper156

et al., 2013). On SNSs, users withdraw from making posts or157

comments when their content may sound negative to a specific158

part of their audience (Lampinen et al., 2009; Sleeper et al.,159

2013). Alternatively, other users manage their impressions only160

for sections of their audience that provide the most influential161

gains or losses (Marder et al., 2016). For example, users might162

post content to seek help about trouble they are experiencing163

at work, even though they understand that this content may164

disturb their family members, if they have a strong motive to165

solve the problems (i.e., their gains).166

To balance the facilitation and restriction of impression167

management in an online environment, users monitor signals168

from the audience. On SNSs, users usually see who is in their169

audience and how they react with their content. In the next170

subsection, we review prior work on how SNS users manage171

their online impressions while interacting with the audience.172

2.2 Effect of Audience on Online Impression Manage-173

ment174

Interaction with audiences when managing online impressions175

is highly related to the concept of an imagined audience, which176

is defined as a mental conceptualization of the people with177

whom users are communicating (Litt, 2012). Researchers have178

shown that impression management in SNSs varies by who and179

how many people users imagine are following their posts (Vi-180

tak, 2012; Rui and Stefanone, 2013; Marwick and Boyd, 2011;181

Tice et al., 1995).182

For example, Facebook users who imagined their audiences183

to be rich in diversity engaged in self-protective behaviors (Vi-184

tak, 2012), such as asking friends to delete wall posts that185

they disliked (Rui and Stefanone, 2013). Alternatively, Twit-186

ter users with public accounts showed a different trend: they187

shared more intimate, personal, and private information when188

they had more diverse groups of followers in their audience189

(Choi and Bazarova, 2015).190

Concerning the size of an imagined audience, Rui and Ste-191

fanone (2013) found that Facebook users with larger audiences192

tended to manage their impressions more actively through mul-193

tiple photo sharing and wall posting. Facebook users also some-194

times refrained from posting messages about their private ex-195

periences when they thought that these messages would sound196

negative to their audience (Sleeper et al., 2013). On Twitter,197

users with smaller audiences tended to post tweets that focused198

on themselves (to some extent, contrary to Choi and Bazarova199

(2015)), whereas users with more followers tended to share in-200

formation that was useful for their audiences (Marwick and201

Boyd, 2011; Naaman et al., 2010).202

Similar to the composition and size of an imagined audi-203

ence, previous studies have shown that feedback from an au- 204

dience also affects the ways of presenting information in SNSs 205

(Burke et al., 2009; Liu and Brown, 2014). On Facebook, new- 206

comers tend to post visual content more actively after they 207

received many comments on their photos during the initial two 208

weeks (Burke et al., 2009). Likewise, within Renren (a Chinese 209

SNS), the amount of content on profile pages was positively 210

associated with the perceived frequency of receiving positive 211

comments from others (Liu and Brown, 2014). 212

Although receiving feedback from audiences is generally 213

related to active engagement, receiving Likes may not relate 214

to active postings. Previous research has shown that Facebook 215

users did not feel any particular excitement when receiving 216

Likes from their audiences (Cheikh-Ammar and Barki, 2014). 217

As a result, the number of Likes was not associated with active 218

production of posts (Cheng et al., 2014). 219

In sum, previous studies have shown that the ways people 220

customize and present information to form online impressions 221

are affected by audience-related factors such as size, density, 222

or feedback. However, although most of these studies have fo- 223

cused on different methods of online impression management 224

of different users, few have investigated the temporal changes 225

of impression management within the same user. Inspired by 226

these studies, we examined whether and how Twitter users al- 227

tered their expressions to form their online impressions over a 228

specified period. We further investigated how these changes 229

were related to changes in audience-related factors during that 230

period. 231

2.3 Temporal Changes in Impression Management on 232

Twitter 233

Extensive research has been conducted to study the temporal 234

changes in various online user behaviors (e.g., rating in recom- 235

mender systems (Liu et al., 2017; Dror et al., 2011), churning 236

in Q&A sites (Pudipeddi et al., 2014), or engaging in SNSs 237

(Grinberg et al., 2016)). For example, Facebook users are re- 238

ported to be more likely to comment on their friends’ posts af- 239

ter they create their own posts (Grinberg et al., 2016). While 240

such studies help us gain a better understanding of online user 241

behaviors, few have explored how such changes in user behav- 242

iors affect their subsequent online impressions. Our study is 243

among the first to explore how people change their expressions 244

for online impression management. 245

To investigate the temporal change in user expressions, we 246

chose Twitter as our study platform. Because Twitter is a high- 247

immediacy medium compared to other media such as Facebook 248

(Fiesler et al., 2017), we expected that users would receive 249

more immediate feedback from others, which may foster quicker 250

customization of their information. In addition to the highly 251

immediate nature of the platform, Twitter has some notable 252

characteristics that may impact user expressions in their posts. 253

First, Twitter is a post-based medium in which users pri- 254

marily present private information about themselves. Reveal- 255

ing information such as one’s current situation or ongoing per- 256

sonal statuses in tweets (Fiesler et al., 2017; Jaidka et al., 2018) 257

may make users aware of the feedback they receive from oth- 258

ers, which may trigger an adjustment of their contents. For 259

example, users may start to use more intimate expressions in 260
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their tweets as they receive more Likes, as Likes on Twitter are261

positive reactions from the audience (Gorrell and Bontcheva,262

2016), which do not appear as frequently when compared to263

other media sites (Hayes et al., 2016). It is worth noting that264

such an effect was not observed on other media (Cheng et al.,265

2014).266

Another notable feature of Twitter that may impact users’267

expressions is that Twitter users are regularly followed by strangers268

but are not allowed to control which sets of their followers re-269

ceive the information that they output. According to Marwick270

and Boyd (2011), having many strangers in an audience often271

causes “context collapse;” an issue that makes it difficult for272

users to customize and deliver information to different types of273

people who do not share the same context. Therefore, contrary274

to the positive correlation between audience size and active275

engagement (i.e., posting activities or attitudes) (Rui and Ste-276

fanone, 2013; Vitak, 2012), the audience size on Twitter might277

have a negative impact on active engagement. For example,278

Twitter users’ expressions may become more conservative as279

the size of their audience grows because their audiences of-280

ten include many strangers. In addition, although the inner281

nature of retweeting is mostly positive (e.g., entertainment or282

agreement) (Boyd et al., 2010), we assumed that retweets from283

others may make Twitter users’ contents more neurotic due to284

the context collapse (Marwick and Boyd, 2011) brought about285

by the retweets.286

Based on the above considerations, we believe that the287

expressions of Twitter users would be associated with their288

audience and that this association might eventually alter the289

impressions they form on Twitter.290

3 METHOD291

3.1 Data Collection292

For our data collection, we first defined our target users and293

then collected their data using Twitter APIs. In selecting the294

target users, we decided to focus on users who had similar295

levels of experience using Twitter. We explain details of the296

procedure below.297

We first used the Twitter Sampling API to collect Twitter298

users posting in English from September 3rd to October 7th,299

2016. Through this procedure, 1.1M users were collected. Af-300

ter that, we extracted users who had posted 2800-3200 tweets301

from the pool of 1.1M users. The upper limit was set to 3200302

tweets because the Twitter REST API does not allow third par-303

ties to obtain more than 3200 tweets from each user. We then304

extracted users who had been using Twitter for 950-1050 days305

to control for the frequency of posting tweets among users. We306

specifically set the period of use to 950-1050 days because the307

number of users corresponding to that period of use was the308

largest among the users who posted 2800-3200 tweets. By lim-309

iting the number of posts to 2800-3200 tweets and the period310

of Twitter use to 950–1050 days (approximately 2.5 years from311

March–April 2014 to September–October 2016), 2510 users re-312

mained.313

Afterward, we extracted the size and density of audiences314

and feedback from the audiences from the collected data. Con-315

cerning audience size and density, we used the lists of followers316

and friends at the time of data collection (September 3rd to Oc- 317

tober 7th, 2016). For audience feedback, we obtained retweets, 318

replies, and Likes that target users received during the above 319

period. 320

3.2 Measures 321

In this subsection, we explain how we measured tweet-based 322

personality, the size and density of audiences, and feedback 323

from audiences from the data we collected. 324

3.2.1 Tweet-based personality 325

Tweet-based personality is one aspect of impressions that is 326

generally created and inferred from the textual content of Twit- 327

ter posts. To capture tweet-based personality, we adopted 328

the Five-Factor Model (McCrae and Costa, 1987), which is 329

composed of five personality factors: neuroticism, extraver- 330

sion, openness, conscientiousness, and agreeableness. We chose 331

this model because the personality factors identified are signif- 332

icantly related to language choices and styles (Golbeck et al., 333

2011b; Golbeck et al., 2011a; Schwartz et al., 2013), which are 334

important cues for controlling impressions in online settings 335

(Baym, 1995; Walther et al., 1992; Walther, 2007; Marriott 336

and Buchanan, 2014). Thus, we believe that it is a reason- 337

able model for characterizing personalities expressed in Twit- 338

ter posts. In the left part of Table 1, we describe the personal 339

characteristics of each factor with adjective pairs (McCrae and 340

Costa, 1987). 341

To measure tweet-based personalities, we used a computa- 342

tional personality prediction technique called IBMWatson Per- 343

sonality Insights (IWPI). Using IWPI, we were able to calculate 344

the scores of the five personality factors (McCrae and Costa, 345

1987) from textual features of expressions in tweets (IBM, 2017 346

(visited)). These scores ranged from 0 to 1. This prediction 347

technique was developed based on prior research (Schwartz et 348

al., 2013) that explored the relationships between linguistic 349

features extracted from users’ posts with LIWC (a dictionary 350

summarizing words into linguistic categories and dimensions) 351

(Pennebaker et al., 2007) and users’ personality traits obtained 352

from questionnaires (Costa and MacCrae, 1992). The right 353

part of Table 1 shows a list of sample words and phrases be- 354

longing to each personality trait that was identified in prior 355

research (Schwartz et al., 2013). The notations + and − in- 356

dicate whether a word/phrase raises or drops the score of the 357

personality trait to which it belongs. 358

To calculate a tweet-based personality with IWPI, we de- 359

fined a set of tweets from which we calculated a user’s tweet- 360

based personality. In doing so, we first excluded the tweets 361

that had been posted in the initial 30 days (exclusion period 362

in Figure 2) to alleviate the newcomers’ effect in which users 363

got used to the environment and the norms of Twitter. We 364

then identified the initial set of N tweets to calculate the user’s 365

tweet-based personality for the past, and the final set of M 366

tweets to calculate their tweet-based personality at present (see 367

Figure 2). The number of tweets in the initial set N and the 368

final set M were determined so that each set of tweets con- 369

tained more than 1200 words. Note that 1200 words is the 370
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Table 1: Corresponding adjective pairs and words/phrases of each personality factor.

Factor Adjective pairs (McCrae and Costa, 1987) Words/Phrases (Schwartz et al., 2013)

Neuroticism relaxed–high-strung, unemotional–emotional, secure–
insecure, at ease–nervous, calm–worrying

+: depression, I hate; −: success, beau-
tiful day

Extraversion retiring–sociable, aloof–friendly, cold–warm, sober–
fun loving, quiet–talkative, passive–active

+: party, love you; −: anime, internet

Openness conventional–original, narrow interests–broad inter-
ests, uncurious–curious, uncreative–creative

+: dream, universe; −: ur, dont

Conscientiousness negligent–conscientious, sloppy–neat, late–punctual,
lazy–hardworking, careless–careful

+: thankful, great day; −: fuck, bored

Agreeableness ruthless–soft-hearted, suspicious–trusting, critical–
lenient, rude–courteous, uncooperative–helpful

+: wonderful, blessed; −: fucking, shit

Figure 2: Overview of data collected (Per = neu, ext, ope, con, agr;
AF = Like, Rep, RT (Equation 2); AS = Flr, FF (Equation 3))

Perbe Peraf

O Tbe

IWPI 

API

N tweets

Taf

M tweets

Time

Audience 
structure

Audience 
feedback

User’s 
historical

tweets 

@ RTAFc AFt

AS

IWPI 

API

Exclusion period Control period Target period

E

30 days

+

Table 2: Amount of data collected from target users

# of target users 1,618
# of use days 950 – 1,050
# of tweets 4,963,323 (2,800 – 3,200 per user)

Collection period Sep. 3rd – Oct. 7th, 2016

minimum number required to obtain statistically reliable re-371

sults to assess one’s tweet-based personality using IWPI (IBM,372

2017 (visited)). In addition, we excluded URL links from these373

tweet sets before counting the number of words.374

Finally, we excluded users who had extreme posting pat-375

terns - those who posted 1200 words of tweets in less than seven376

days (one week) or those who took more than a year to post377

1200 words of tweets. Eventually, 1618 users remained in the378

user pool, which we refer to as our “target users”. Table 2 de-379

scribes the amount of data collected from the target users and380

the collection period.381

After collecting data from the target users, we calculated382

the scores of their tweet-based personalities in the past and383

present from each tweet set (N andM). As shown in Figure 2,384

Perbe and Peraf represent users’ tweet-based personalities at385

time points in the past Tbe and at present Taf , respectively. We386

calculated the changes in tweet-based personality by analyzing387

the differences in users’ tweet-based personalities from the past 388

to the present (Peraf − Perbe). 389

3.2.2 Audience size, density, and feedback 390

As discussed earlier, we focused on the size and density of au- 391

diences and feedback from the audience. We first defined two 392

periods to measure the changes in audience feedback. As shown 393

in Figure 2, we defined a “target period” as the period between 394

Tbe and Taf , and a “control period” as the period from the 395

initial point O to Tbe. Concerning audience feedback, we fo- 396

cused on the amount of feedback a user received during the 397

target period relative to the control period. We paid attention 398

to the “relative amount” of audience feedback rather than the 399

absolute values because we were interested in understanding 400

how the temporal within-user changes (i.e., increase/decrease) 401

of audience feedback affected tweet-based personality. For ex- 402

ample, suppose that a user received 10 retweets per day during 403

the target period. Although this user may feel that the num- 404

ber is small if they had received 100 retweets per day during 405

the control period, they may think the opposite if they had 406

received only one retweet per day during the control period. 407

To account for this potential difference, we used the relative 408

frequency of receiving feedback in our analysis. 409

For audience size, we used changes in the number of fol- 410

lowers. For audience density, we adopted the ratio of mutual- 411

following users, defined as the Jaccard index of followers and 412

friends. Although we wanted to calculate changes in the audi- 413

ence size and density in the same manner as for audience feed- 414

back, the Twitter REST API does not allow us to collect the 415

history of followers/friends. Therefore, we assumed that the 416

number of followers at E when the target users joined Twit- 417

ter was zero, and simply used the number of followers and a 418

Jaccard index of friends and followers at Taf instead of using 419

changes in the number of followers and the ratio of mutual- 420

following users from the control period to the target period. 421

We introduce the mathematical definitions in Section 4. 422

4 ANALYSIS 423

For simplicity, we refer to audience size and density collec- 424

tively as “audience structures”. With the terms introduced be- 425
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fore, our research question can be phrased as follows: “How are426

temporal changes in tweet-based personality related to audience427

structures and feedback? ” To answer this question, we first428

observed the distributions of temporal changes in the tweet-429

based personality. We then conducted a series of linear multi-430

regression analyses in which the objective variable was the431

change in tweet-based personality, and the explanatory vari-432

ables were audience structures and feedback. We explain the433

details of these analyses below.434

4.1 Temporal Changes in Tweet-Based Personality435

To capture the overall description of the changes in users’436

tweet-based personalities, we examined the user distribution437

for its change, calculated as follows:438

∆Per = Peraf − Perbe
Per = neu, ext, ope, con, agr

(1)

Since Perbe and Peraf range from 0 to 1, ∆Per ranges from -1439

to 1. A positive ∆neu means positive changes in neuroticism in440

a user’s tweet-based personality, that is, an increase in neurotic441

expressions in his/her tweets.442

4.2 Effects of Audience Structures and Feedback on443

Changes in Tweet-Based Personality444

To understand whether audience structures and feedback cor-445

related with tweet-based personalities, we performed a series446

of multiple regressions with the changes in the five features of447

tweet-based personality ∆Per as objective variables and au-448

dience structures and feedback as explanatory variables. All449

explanatory variables for the regression analysis were standard-450

ized such that the mean was 0, and the variance was 1. Below,451

we describe how we calculated audience feedback and struc-452

tures.453

4.2.1 Audience feedback454

We used relative frequencies of receiving feedback as explana-455

tory variables of audience feedback. Note that “relative fre-456

quency” is the degree of change in the frequency of receiv-457

ing feedback between the control and target periods. We de-458

fined the relative frequencies of receiving Likes (δLike), replies459

(δRep), and retweets (δRT ) as follows:460

δAF =
AFt/Dayst

AFt/Dayst +AFc/Daysc + α

AF = Like,Rep,RT,

(2)

Here, AFc and AFt are the frequencies of receiving feedback in461

the control and target periods, respectively; Daysc and Dayst462

are the numbers of days in the control and target periods, re-463

spectively; and α is a supplementary term to make the denom-464

inator non-zero (for this analysis, we set α as 0.0001). The465

numerator indicates the daily frequency of receiving feedback466

during the target period, and the denominator is the summa-467

tion of the daily frequencies of receiving feedback during both468

the target and control periods. Note that the relative frequency469

of receiving feedback δAF ranges from 0 to 1
1+α (≈ 1). Higher470

daily frequencies of receiving audience feedback in the target471

period lead to a larger δAF (i.e., closer to 1).472

4.2.2 Audience structures 473

We defined changes in the number of followers (δF lr) and the 474

ratio of mutual-following users (δFF ) as explanatory variables 475

of audience structures: 476

δF lr = |followers|

δFF =
|friends ∩ followers|
|friends ∪ followers|

(3)

Here, friends and followers represent a set of friends and 477

followers, respectively. δFF takes a larger value when friends 478

and followers have a greater overlap. 479

4.2.3 Control variables 480

To understand how audience feedback and structures relate to 481

changes in tweet-based personality, we should control for the ef- 482

fects of users’ active behaviors, such as tweeting and following. 483

Thus, we introduced the relative frequency of posting tweets 484

δTw and an increase in the number of friends δFrd as control 485

variables in the regression models, and defined them as: 486

δTw =
Twt/Dayst

Twt/Dayst + Twc/Daysc + α

δFrd = |friends|
(4)

Here, Twc and Twt represent the number of tweets posted in 487

the control and the target period. 488

5 RESULTS 489

5.1 Temporal Changes in Tweet-Based Personality 490

To observe temporal changes in the tweet-based personality, 491

Figure 3 shows the user distributions for the temporal changes 492

of each factor. Table 3(A) shows the descriptive statistics of 493

changes in tweet-based personality. To see these distributions 494

more specifically, Table 3(B) shows the percentage of the num- 495

ber of users corresponding to each interval when the amount of 496

change in tweet-based personality is separated by -1.0, -0.20, 497

-0.10, 0.0, 0.10, 0.20, and 1.0. 498

As shown in Figures 3(a) and 3(c), ∆neu and ∆ope had 499

similar distributions. The mean values were around 0.050, and 500

the standard deviations were around 0.190. The standard de- 501

viations were small compared to the other factors. 502

The distributions of ∆con and ∆agr were similar: the 503

mean values were approximately 0.070, and the standard de- 504

viations were approximately 0.240. The standard deviation of 505

∆ext was approximately 0.240, but the mean value was smaller 506

than those of ∆con and ∆agr. Among the intervals of the 507

change in conscientiousness and agreeableness, the percentage 508

of users ranging from 0.20 to 1.0 was the highest. This suggests 509

that changes in conscientiousness and agreeableness tended to 510

be larger than changes in the other factors. 511

5.2 Effects of Audience Structures and Feedback on 512

Changes in Tweet-Based Personality 513

Table 4 shows the regression coefficients (βs) with significant 514

probabilities (∗...p < 0.05, ∗∗...p < 0.01, ∗∗∗...p < 0.001) and 515
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Figure 3: Distributions of the number of users for changes of (a) neuroticism, (b) extraversion, (c) openness, (d) conscientiousness,
and (e) agreeableness in tweet-based personality.

Table 3: Descriptive statistics (Ave.: average, S.D.: standard deviation, Min.: minimum, 1Q.: first quantile, Med.: median, 3Q.: third
quantile, Max.:maximum) and percentages of users in each interval of changes in tweet-based personality. Cls represents the percentage
of users in a range from s to l (e.g., for 6.74% of users, the change in neuroticism ranges from -1.0 to -0.20).

(A) Descriptive statistics (B) Percentage of users
Ave. S.D. Min. 1Q. Med. 3Q. Max. C−0.2

−1.0 C−0.1
−0.2 C0.0

−0.1 C0.1
0.0 C0.2

0.1 C1.0
0.2

∆neu 0.057 0.192 -0.665 -0.051 0.036 0.155 0.831 6.74 10.38 22.31 25.46 16.13 18.97
∆ext 0.010 0.250 -0.781 -0.135 0.008 0.156 0.912 18.11 12.73 16.38 20.64 12.98 19.16
∆ope 0.048 0.187 -0.758 -0.051 0.042 0.150 0.760 7.54 9.27 20.58 27.26 17.80 17.55
∆con 0.063 0.236 -0.836 -0.079 0.037 0.193 0.863 11.25 10.57 19.47 19.47 14.83 24.41
∆agr 0.073 0.252 -0.917 -0.086 0.063 0.248 0.814 13.29 10.32 14.96 17.49 13.10 30.84

standard errors (S.E.s) for each regression model. The partial516

regression coefficients indicate the influence of an explanatory517

variable on the objective variable when the other explanatory518

variables are assumed to be constant. Here, we define βyx as519

the partial regression coefficient of an explanatory variable δx520

for an objective variable ∆y.521

In the regression model that explains temporal changes522

in tweet-based neuroticism, the relative frequency of receiv-523

ing Likes showed negative coefficients (βneuLikes = −0.129∗), and524

the relative frequency of receiving retweets and the changes in525

the mutual-following ratio showed positive coefficients (βneuRT =526

0.102∗, βneuFF = 0.136∗∗∗). These results indicate that an in-527

crease in the frequency of neurotic language use corresponds528

to an increase in the number of mutual-following users, an in-529

crease in the frequency of retweets received, and a decrease in530

the frequency of Likes received.531

We found that the regression model for temporal changes532

in tweet-based extraversion had a negative coefficient for the533

relative frequency of posting tweets (βextTw = −0.113∗∗) and pos-534

itive coefficients for the relative frequency of receiving Likes and535

for changes in the mutual-following ratio (βextLikes = 0.142∗∗,536

βextFF = 0.073∗). These results indicate that an increase in the537

frequency of use of extraverted expressions corresponds to a538

decrease in the frequency of posting tweets, an increase in the539

frequency of receiving Likes, and an increase in the number of540

mutual-following users.541

For the regression model explaining tweet-based openness,542

the changes in the number of followers showed a negative co-543

efficient (βopeFlr = −0.116∗∗). This means that an increase in544

the frequency of using open-minded language corresponds to a545

decrease in the number of followers.546

The regression model for tweet-based conscientiousness was547

found to have a negative coefficient for the relative frequency of 548

receiving Likes (βopeLikes = −0.114∗) and a positive coefficient for 549

changes in the number of followers (βopeFF = 0.149∗∗∗). These 550

results suggest that an increase in the frequency of using delib- 551

erate and cooperative expressions corresponds to a decrease in 552

the frequency of receiving Likes and an increase in the number 553

of mutual-following users. 554

In the regression model for tweet-based agreeableness, the 555

changes in the mutual-following ratio showed a positive coef- 556

ficient (βagrFF = 0.173). This indicates that an increase in the 557

frequency of using agreeable expressions corresponds to an in- 558

crease in the number of mutual-following users. 559

6 DISCUSSION 560

We performed a series of regression analyses to infer the influ- 561

ence of audience feedback and audience structures on temporal 562

changes in tweet-based personality; however, it should be noted 563

that our results do not necessarily indicate causal relationships. 564

6.1 Interpretations 565

Some of our results are consistent with previous findings. Users 566

with increased audience density were found to use neurotic, ex- 567

traverted, conscientious, and agreeable words more frequently 568

over time. The correlation between audience density and neu- 569

rotic language use can be explained by previous research (Burke 570

and Develin, 2016), which indicated that Facebook users with 571

denser networks tended to use more negative expressions to 572

receive supportive comments from others. As the connections 573

with the audience became denser, the frequency of using neg- 574

ative words and phrases increased, which may have led to the 575
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Table 4: Linear regression models identifying effects of audience properties (i.e. audience feedback and structures) on temporal changes
in (1) neuroticism, (2) extraversion, (3) openness, (4) conscientiousness, and (5) agreeableness in tweet-based personality. All p-values
are adjusted with Bonferroni correction (N = 1618, ∗...p < 0.05, ∗∗...p < 0.01, ∗∗∗...p < 0.001).

(1) ∆neu (2) ∆ext (3) ∆ope (4) ∆con (5) ∆agr
β S.E. β S.E. β S.E. β S.E. β S.E.

Intercept 0.000 0.025 0.000 0.025 0.000 0.025 0.000 0.024 0.000 0.024

Control variables

δTw -0.021 0.034 -0.113∗∗ 0.034 0.055 0.034 -0.022 0.034 -0.060 0.034
δFrd 0.020 0.032 0.013 0.032 0.059 0.032 -0.019 0.032 0.017 0.032

Audience feedback: relative frequency of receiving the feedback

δLike -0.129∗ 0.042 0.142∗∗ 0.042 -0.079 0.042 -0.114∗ 0.042 0.026 0.042
δRT 0.102∗ 0.037 0.002 0.037 0.027 0.037 0.084 0.037 -0.017 0.037
δRep -0.012 0.027 0.002 0.027 -0.025 0.027 -0.038 0.027 0.037 0.027

Audience structures: increase/decrease of audience size (followers) or density (mutual-following ratio)

δF lr -0.010 0.032 -0.009 0.032 -0.116∗∗ 0.032 -0.007 0.032 -0.034 0.032
δFF 0.136∗∗∗ 0.025 0.073∗ 0.025 0.019 0.026 0.149∗∗∗ 0.025 0.173∗∗∗ 0.025

formation of a neurotic impression. Alternatively, since the576

users frequently used neurotic expressions, followers who had577

been unidirectionally following the user unfollowed them, re-578

sulting in a higher percentage of mutual-following users in the579

audience.580

The correlation between audience density and conscien-581

tious language use is similar to the findings of a previous study582

(Vitak, 2012), which reported that the network size of Face-583

book users was associated with the degree to which users were584

conscious of what they wrote in their posts. Moreover, the as-585

sociation between audience density and extraverted and agree-586

able expressions can be explained by previous findings (Rui and587

Stefanone, 2013), which showed that the number of friends on588

Facebook (i.e., mutual connections) was related to active self-589

presentation. It is not clear whether the use of conscientious,590

extraverted, and agreeable words increased after audience den-591

sity increased or vice versa. However, it seems more natural592

to assume that users engaged in more considerate and socia-593

ble expressions as their connections with the audience became594

denser.595

We found that the frequency of neurotic expressions in-596

creased for users who received more retweets. Because retweets597

can spread posts regardless of the user’s intentions and can in-598

crease the user’s anxiety about context collapse (Marwick and599

Boyd, 2011), it is possible that the frequency of use of neurotic600

language increased after receiving many retweets. The reverse601

scenario (i.e., a user receiving more retweets because they fre-602

quently used neurotic words) seems unlikely because retweets603

are motivated by positive motives (Boyd et al., 2010) and are604

thus less likely to be made in response to negative posts.605

Some of our results appeared to be inconsistent with those606

of previous studies. Although Likes were anticipated to have607

less of an impact on online expressions or activities (Cheikh-608

Ammar and Barki, 2014; Cheng et al., 2014), we found that609

receiving more Likes on Twitter was associated with a decrease610

in neurotic and conscientious expressions and an increase in 611

extraverted expressions. We speculated that these different 612

results stem from the different uses of Likes across different so- 613

cial media platforms. Specifically, receiving Likes from others 614

is not considered special on Facebook, whereas receiving them 615

on Twitter is a rather special occasion; it is more common for 616

Twitter users to see tweets without Likes from others (Hayes 617

et al., 2016). A decrease in neurotic words, an increase in ex- 618

traverted words, and a decrease in conscientious words meant 619

that there was an increase in casual language expression. Con- 620

sidering that Likes on Twitter express positive attitudes of au- 621

diences (Gorrell and Bontcheva, 2016), we thought that the 622

experience of receiving many Likes had the effect of making 623

the user’s linguistic expression more casual. Alternatively, it is 624

also possible that users began to express themselves more fre- 625

quently in a casual manner, which led to receiving more Likes. 626

We believe that both of the above scenarios are happening con- 627

currently. 628

Moreover, we found that a decrease in openness-related 629

expressions was related to an increase in the number of fol- 630

lowers. This result is somewhat inconsistent with previous 631

findings that audience size is positively associated with ac- 632

tive self-presentation (Rui and Stefanone, 2013; Vitak, 2012). 633

Again, we think that this inconsistency stems from the differ- 634

ent social media platforms studied: Twitter and Facebook. Rui 635

and Stefanone (2013) and Vitak (2012) studied users on Face- 636

book, where users can control the range of their audience. On 637

Facebook, a user’s audience consists of people whom the user 638

recognizes and accepts as friends. In contrast, Twitter users 639

cannot control the range of their audience. Because tweets are 640

regularly read or seen by both friends and strangers, it is more 641

difficult for Twitter users to estimate “who is reading my posts” 642

than it is for Facebook users. Such uncertainty may have led 643

Twitter users in the present study to exhibit a decrease in dar- 644

ing or liberal expressions (i.e., openness-related expressions) in 645
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their tweets as their number of followers increased.646

6.2 Implications647

6.2.1 Long term and short term648

The key focus of our study is on the temporal changes in expres-649

sion when forming impressions through Twitter posts within650

the same user. Overall, our results indicated that users changed651

their use of expressions on Twitter during the observed 2.5652

years. Although previous studies have shown that SNS users of-653

ten adjust their expressions based on feedback from others, this654

prior work largely focused on short-term adjustments (Burke655

et al., 2009; Marwick and Boyd, 2011; Liu and Brown, 2014).656

Our study showed that such adjustments are also made over a657

longer period, likely affecting others’ impressions of them. We658

infer that such long-term adjustments are made unconsciously659

because these adjustments were not triggered by specific in-660

cidents or feedback. This points to the possibility that the661

adjustments users make to manage their impressions may not662

be controlled entirely by the users themselves but may also663

be affected by other factors, such as audience structures and664

the accumulation of audience feedback. Such long-term adjust-665

ments may result in the formation of online impressions that666

deviate from expectations.667

Although long-term impression formation can be consid-668

ered as an accumulation of short-term impression formations,669

it is important to note that the short-term changes are subtle670

and often unnoticeable. Thus, to successfully support users’671

long-term impression formation, it would be effective to present672

information about the impressions that the user has given to673

the audience in the past and at present. For example, if users674

were presented with the impression that their current audience675

would have of them based on their past postings and interac-676

tions with the audience, they could adjust their impressions677

to be consistent with their past impressions and avoid forming678

online impressions that differ from their expectations.679

6.2.2 Personality prediction techniques680

Another implication from our study concerns personality pre-681

diction techniques which are increasingly gaining popularity682

these days. To date, the textual data retrieved from Twitter683

has often been used to explore how the use of words or phrases684

relates to personality traits (Golbeck et al., 2011b; Schwartz685

et al., 2013; Golbeck et al., 2011a) and to develop personality-686

prediction techniques (IBM, 2017 (visited)). For example, peo-687

ple with an agreeable character were found to talk about others688

or talk to others using words such as “you” or “your” (Golbeck689

et al., 2011a).690

As implied from our results, linguistic patterns in tweets691

may be affected by audience-related factors. Therefore, we ar-692

gue that researchers or developers attempting to build person-693

ality prediction techniques with higher precision should con-694

sider the effects of audience structures or feedback on people’s695

use of expressions because linguistic patterns may change over696

time due to audience-related factors, even if their personality697

traits may have remained constant. For example, suppose that698

an individual was predicted to have an agreeable character from699

their tweets. However, because the degree of agreeableness in 700

their tweet text is influenced by audience properties (e.g., the 701

ratio of mutual-following users), it is challenging to identify 702

whether it is indeed their actual personality or the effects of 703

the audience properties. 704

Although further investigation is needed to address this 705

issue, we believe that our study serves as a first step to un- 706

cover the potential impact of audience-related factors on users’ 707

impression formation. 708

6.3 Limitations 709

The main limitation of our study is that we fixed the target 710

period to approximately 2.5 years. Our results indicated that 711

half of our users showed changes in tweet-based personality 712

during that period; however, some users may have changed 713

their tweet-based personality in a shorter period, whereas oth- 714

ers may have taken a longer time to change their tweet-based 715

personality. Although the frequency of changes in tweet-based 716

personality may be much higher or lower, this was not consid- 717

ered. 718

Next, the granularity of observation points for tweet-based 719

personality was limited. As suggested by prior work (Burke 720

et al., 2009; Marwick and Boyd, 2011; Liu and Brown, 2014), 721

users adjust their manner of expressing themselves to manage 722

impressions for audiences over a short time span. Contrary to 723

those studies, we focused on impression management over a 724

more extended period. If we had more observation points, we 725

would have been able to capture more details of the changes. 726

Future work should investigate the appropriate level of gran- 727

ularity to capture the detailed change of linguistic expressions 728

in users’ impression formation. 729

Another limitation is that the target users were English 730

speakers on Twitter. Whether our results can be applied to 731

users with different languages or cultural backgrounds is an 732

open question that should be assessed in the future. 733

6.4 Future Directions 734

In addition to resolving the above limitations, we will address 735

the following issues in the future. 736

6.4.1 Provisional personality and actual personality 737

Whether such changes in one’s provisional personality formed 738

on one platform (e.g., Twitter) are also found in their actual 739

personality is an open question. Results from previous studies 740

on this subject are mixed. On the one hand, as discussed by 741

Marriott and Buchanan (2014), Back et al. (2010), and Gosling 742

et al. (2011), the impressions people tend to form of someone 743

in online settings are closely related to the actual personality 744

traits of that person. This insight indicates that changes in a 745

user’s personality expressed on one platform may also hold for 746

their actual personality. On the other hand, other researchers 747

(Norman, 1963; Costa and MacCrae, 1992) argue that person- 748

ality traits are temporally stable factors in humans. Based on 749

this argument, the change in a user’s linguistic expression on 750

an SNS platform is superficial and is not related to the user’s 751

intrinsic personality. 752
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To address this point, we need to examine whether a user’s753

personality traits change in the same way as their tweet-based754

personality changes, using traditional methodologies such as755

questionnaire surveys. Such an examination might show the756

future potential of research on impression formation using SNS757

data because it would examine the extent to which people’s758

actual personality traits are manifested in SNSs.759

6.4.2 Participation in different SNSs760

We believe that, including audience properties, the use of dif-761

ferent SNSs for different purposes is one of the factors that762

implicitly affects the temporal changes in tweet-based person-763

ality. For example, by compartmentalizing the use of different764

SNSs, a user may gradually use more extraverted expressions765

on Twitter or Facebook while using more introverted expres-766

sions on a different site (e.g., a healthcare SNS). In fact, Twitter767

users were found to express their extraverted personality more768

often than Disqus users (Maruf et al., 2015). By expanding769

our research to multiple SNS sites, we may be able to achieve770

a better understanding of how users form and maintain their771

impressions in online settings.772

6.4.3 Contents and senders of reply773

Contrary to Likes and retweets, replies from audiences were774

found to have no association with tweet-based personality. Con-775

sidering that the act of replying is a more direct and inti-776

mate form of communication with the audience than Likes or777

retweets, we expect that the lack of a significant effect of the778

audience’s reply on tweet-based personality may be because779

the content or sender of the replies has a greater effect than780

the frequency of receiving a reply.781

For example, users may express themselves in a more intro-782

verted manner when they start to receive more critical replies783

but may express themselves in a more extraverted manner784

when they receive more affirmative replies. They may also785

use more casual language when they receive more replies from786

friends and acquaintances, whereas they may use more for-787

mal language when they receive more replies from complete788

strangers. The above effects of content and sender are not nec-789

essarily independent, and there is a large possibility that they790

are interdependent. In our future research, we aim to describe791

the conditions under which tweet-based personality changes in792

more detail by conducting an analysis that considers the effects793

of the content of the reply and the relationship with the sender794

of the reply.795

7 Conclusion796

To understand how users control their linguistic expressions for797

impression management, we studied the relationship of within-798

subject temporal changes in tweet-based personality and audi-799

ence properties, using 5 million posts from 1.6 thousand Twit-800

ter users over 2.5 years. The primary results indicated that801

temporal changes in the frequency of using casual expressions802

corresponded to temporal changes in the frequency of receiv-803

ing Likes. Moreover, we found a correspondence between the804

changes in the frequency of using nervous, extraverted, consci- 805

entious, and agreeable language and the changes in the density 806

of the relationship with the audience. Our results provide ev- 807

idence that users adjust their linguistic expressions over time 808

through their interaction with the audience. Based on these 809

findings, we discussed the effects of such long-term changes in 810

linguistic expressions on impression formation. 811

This is the first study to investigate temporal changes in 812

linguistic expressions for impression management over a long 813

period of time. In our future work, we will assess whether the 814

audience has the same impressions of a user that are intended 815

by the user, and how users control linguistic expressions ac- 816

cording to different cultural backgrounds or in different SNSs. 817

We believe that this study will lead to a better understand- 818

ing of the mechanisms of impression formation among people 819

online. 820
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